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Abstract: - The paper presents a new system (automatic pilot) for the automatic control of the aircrafts flight 

altitude in the landing process. The system has two subsystems: the first one controls the altitude of the aircrafts 

in the glide slope phase of the landing process, while the second subsystem controls the altitude too, but in the 

flare phase (the second phase of the landing process). The paper author validated the obtained automatic pilot 

by numerical simulations in Matlab neglecting or taking into consideration the wind shears and sensor errors. 

He obtained complex Matlab/Simulink models and time characteristics (time variations of the variables 

involved in the landing process). The wind shears and the sensor errors do not affect the landing process. The 

most important graphic characteristic is the dependence between the flight altitude and the horizontal 

displacement. 
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1 Introduction 
 The most difficult task facing a pilot is the 

aircraft landing. Today, this process is easier 

because of the electronic technology. The autoland 

systems were designed to make landing possible in 

visibility too poor to permit any form of visual 

landing, although they can be used at any level of 

visibility [1]. These systems are used when the pilot 

visibility is less than 600 meters and/or in adverse 

weather conditions. The pilot must use, in the 

landing process, an altimeter to determine the 

aircraft height in a very precise manner in order to 

start, at the right time, the flare procedure (usually 

50 feet above the ground). On aircrafts there are two 

or three autopilot systems that work in the same 

time to carry out the landing process, thus providing 

redundant protection against failures [1]. 

 On aircrafts there is another important system 

(autopilot): a system for the automatic control of the 

aircraft lateral movement. This system eliminates or 

substantially reduces the lateral deviation of the 

aircraft with respect to the runway line’s direction. 

This system uses an algorithm that elaborates the 

trajectory command (yaw angular velocity ,c and 

the angle ,c  respectively) with respect to the 

tracing error; the imposed roll angle is ;0c that 

is why, the role of the ailerons is only to maintain 

the aircraft wing in horizontal plane. The system 

control law is a non-linear one and controls the 

aircraft so that it follows a plan segment (for 

example, the runway) whatever the initial conditions 

(the coordinates and the aircraft direction) are in the 

case of moderate wind. This law must be modified 

in the case of strong wind. 
 The originality of the paper consists of: general 

design of the new ALS (automatic landing system) 

including the longitudinal velocity control, the 

tuning of the PID conventional controllers for the 

altitude, pitch and velocity channels, the study of the 

errors induced by the wind shears and errors of the 

gyro sensors on the proposed ALS. 

 The paper is organized as follows: the dynamics 

of the aircraft in longitudinal plane is presented in 

section 2; in section 3 the author presents the 

dynamic inversion concept. The description of the 

automatic control of the flight altitude based on 

dynamic inversion is given in section 4, while, in 

section 5, complex simulations have been performed 

to validate the proposed automatic landing system; 

finally, some conclusions are shared in section 6. 

 

 

2 Aircrafts Longitudinal Equations in 

the Landing Process 
For the study of the landing process, the paper 
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author obtained the dynamic structure from this 

paper and the validation of this structure is made by 

simulations in Matlab environment. First of all, the 

author has to present the model of the longitudinal 

movement for a Charlie-1 aircraft [2], [3]. 

 The main sensors that are used on aircrafts are: 

three accelerometers (for the measurement of the 

accelerations ,,, zyx aaa which, by integrating, lead 

to velocities zyx VVV ,, ) and three gyrometers (for 

the measurement of the angular velocities 

zyx  ,, ), connected in an inertial navigation 

system (INS), sensors for static and dynamic 

pressure (the first for the determination of the 

barometric altitude and the both sensors for the 

determination of the flight velocity), a radio-

altimeter or other system for the measurement of the 

aircraft’s height with respect to the ground and so 

on [4], [5], [6]. 

 The state equation that describes the longitudinal 

movement of the aircraft is [2], [7], [8]: 

  ,BuA  xx  (1) 

with the state vector   ,
T

yzx VV x  the 

command vector    T

T

Tpu ,  the engine 

command,  p the deflection of the elevator,   

the pitch angle,  
y  the pitch rate, zx VV ,  

the components of the velocity vector V


with respect 

to the longitudinal axis of the aircraft (Ox axis) and 

the vertical one (Oz axis), matrices A  and B  of 

form: 
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with the formula [9]: 
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with respect to the stability derivates, which, for an 

aircraft Charlie-1, have the values [3]: 
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 If one chooses the state vector   ,
T

yxV x  

then, in matrices A  and ,B  the second raw changes:  
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Thus, the dynamics of the longitudinal movement, 

for the above mentioned aircraft, is described by the 

matrices: 

.
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 For the landing stage, the values of the 

longitudinal velocity, at the beginning of the glide 

slope phase is ,]/[250
00 smVV x   while in the 

moment when the aircraft begins the flare stage (the 

second major landing stage, 0HH  ) it becomes 

[3]: 

  ./67.00 smctVatVV aa   (7) 

 Because ,s32at  the distance R  from the 

aircraft to the intersection point of landing path with 

the runway is obtained using the formula [3]: 

    ;d

0

 

t

a tatVR  (8) 

one yields ,m1806R  while the horizontal 

covered distance is [2]: 

  .m1804
180

5.2cos 






 
 Rxg

  (9) 

 The altitude at which the flare maneuver begins 

is .m200 H  Because one has to impose the value 

of 0H  (the transition altitude from the landing glide 

slope phase to the flare landing phase), the state 

vector must contain the variable H  (the flight 

altitude); thus, the equations that describe the 

longitudinal movement of the aircraft in the landing 

process are [9]: 
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 In this case, the state equation is again (1), but 

the state vector becomes [2]: 

   T

yzx HVV x  (11) 

and the matrices A  and B  get the form: 
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or, for the numeric simulation, 
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3 Inversion of the Aircrafts Dynamic 

Model 
 Flight automatic control structures are based on 

the dynamic inversion principle [10]. Thus, the 

linear dynamic model of the aircraft rotation 

movement is described by equation [2]: 

  ,cv BVAA  
  (14) 

with   
T

zyx  the vector containing the 

angular velocities of the aircraft,  

  
T

zyx VVVV  the aircraft translations 

velocities vector (with its components), 

  
T

depc
 the vector containing the 

command deflection of the elevator  ,p  the 

command deflection of the ailerons  e  and the 

command deflection of the rudder    Ad ;  and 

vA  33   matrices that define the rotations and 

the translations of the aircraft, B  33   invertible 

input matrix. By dynamic inversion, the control law 

   VAAB vc  
 1  (15) 

is obtained. 

 The author also uses the first differential 

equation extracted from state equation (1), where 

;01113  ba  the two equations are: 

  ,21333231 pyzxy baVaVa   (16) 

   .12141211 Tzxx baVaVaV   (17) 

 It results the equations of the inversed model for 

the aircraft longitudinal movement: 
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333231
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b
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  (19) 

For the obtaining of the command inputs of the 

aircrafts flight automatic control subsystems, one 

uses a reference model (command filter – low pass 

filter). The subsystem order, represented by each 

command filter, is equal with the relative degree of 

the subsystem model whose output is the state 

variable commanded by the respective filter output. 

Thus, for the command of the pitch angle   ,  one 

uses a filter with the transfer function [2], [11]: 
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with n  the frequency (natural pulsation) and 

  the damping coefficient. The filter provides the 

output signals 


,,  and, by the integration of  , 

  td  may also be obtained. With these signals the 

components of the angular acceleration c
  may be 

calculated [12]: 

        .dtkkk pippc
 

(21) 

 For the obtaining of the imposed angular 

accelerations, the author uses a PID controller 

(proportional – integral – derivative controller) [11], 

[13], [14]; the derivative component stabilizes the 

system with angular velocity steady error equal with 

zero, the integral component assures the zero steady 

errors for all the angular variables while the angular 

acceleration 


 leads to faster time responses. 

 The expression of the imposed angular 

acceleration y  is obtained by the derivation of the 

equation [9]: 

  ,φsinθcosψφcosθω  y  (22) 
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where y  and   are replaced by y  and ;c
  it 

yields [2]: 

   
 .sinsincoscos
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ccyc  (23) 

 Angular velocity c
  from equation (23) is 

obtained by using equation (21). For the 

longitudinal movement we have: 

  .cyc
   (24) 

 The velocity xV  is controlled by means of the 

motor command T  using equation (19). The 

aircraft speed must be constant during the landing 

process to prevent landing accidents. Taking into 

account that the relative degree of the aircraft 

dynamic model with respect to the state variable is 

1, the reference model (command filter) must be 

chosen with the transfer function: 
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.
1s

1

sV

s

cx 


x

x

T

V
 (25) 

Because of the slow dynamics of the engine, xT  

has large value; for example s.103xT  The 

reference model provides signals that are function of 

xV  and .xV
  The imposed acceleration is formed 

using the signal [15]: 

     .sd xxdxxxixxxxx VVktVVkVVkVV
c

 
  (26) 

Thus, the chosen controller is a PID one. For the 

longitudinal movement model (13), the author 

chooses the values [2]: 

  .4.1,s01.0,s20 1  
dxix kkk  (27) 

 At the input of the command filter one applies 

the signal 
cxV  (in fact a variation of the velocity 

xV ); for example, one chooses .m/s10
cxV  The 

time constant is .s5TT  The subsystem for the 

control of the velocity is a part of the system from 

fig.1 (automatic control system of the aircraft flight 

in longitudinal plane). 

 

 

4 Description of the Automatic 

Control of the Flight Altitude Based 

on Dynamic Inversion 
 For the control of the flight altitude ,H  an 

exterior loop and an interior loop (for the control of 

the pitch angle - fig.1) are used. The controller for   

is a PID one – equation (21) with the coefficients 

[2]: 
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 The inverse model is described by equation (18) 

and the command filter has the form (20), with 

rad/s3n  and .7.0  

 For the altitude control, the author uses a PI 

controller, but, to control the descending velocity 

H  too, they choose a PID controller described by 

equation [16]: 

     ,d  c
h
pc

h
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h
pc HktHHkHHk 

 (29) 

where the desired (calculated) descendent velocity is 

expressed with the formula: 

  ;cxc c
VH   (30) 

c  is the imposed (calculated) value of the landing 

trajectory path; one chooses .deg5.2 c  For the 

model (13), the following values have been chosen: 
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 For the calculus of ,cH for the first phase of the 

landing process  0HH  , one uses equation: 

      .,tan 00
HHxxH cpc   (32) 

 For an instantaneous point   ,, ppp HxA the 

above equation is equivalent with the following one: 

    .tan/
0 cppp Hxx   (33) 

So, for the glide slope phase of the landing process, 

the equation (32) is used, with 
0px  of form (33) and 

with .deg5.2 c  For the flare process   ,0HH   

the expression of cH  is: 

     ,,exp 00
0

0 tHH
tt

HH c 











  (34) 

0t  being the moment when the aircraft passes from 

the glide slope phase to the flare stage. Taking into 

account that: 
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x
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the equation (34) becomes: 
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0 HH
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For the studied example, s8 and .s1.0pT  

 
Fig.1 Aircrafts automatic control system for the landing process in the longitudinal plane 

 
Fig.2 The Matlab/Simulink model for the block diagram from fig.1 

The horizontal displacement velocity is 

calculated with [2]: 

  .sincos  zx VVx  (37) 

In fig.1 the author presents the aircrafts 

automatic control system for the landing process in 

the longitudinal plane. 

 

5 Computer Simulations 
 If the wind shears are taken into consideration, 

the aircraft dynamics change. The linear model of 

the aircraft movement, in longitudinal plane, 

becomes: 

  ,vvvBBuA  xx  (38) 
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with -x the state vector, u the command vector, 

vv the disturbances vector (the components of the 

wind velocity on aircraft axes Ox  and Oz ), 
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the elements of the matrix vB  are calculated with 

equations from [9], with respect to the stability 

derivates for the aircraft type. 

 The calculus equations for the components of the 

wind velocity may be of forms [17], [18]: 
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In fig.2, one presents the Matlab/Simulink model 

for the block diagram from fig.1. This 

Matlab/Simulink model has 8 subsystems: 

“Command filter equation (20)” – fig.3, “Equation 

(37)” - fig.4, “H_c (H>H0) equation (32)” – fig.5, 

“H_c  (H<H0) equation (36)” – fig.6, “Inverse 

model equation (18)” – fig.7, “Longitudinal 

dynamics” – fig.8, “Command filter equation (25)” 

– fig.9, “Inverse model equation (19)” – fig.10. 

 
Fig.3 The Matlab/Simulink model for the 

subsystem “Command filter equation (20)” 

 
Fig.4 The Matlab/Simulink model for  

the subsystem “Equation (37)” 

 
Fig.5 The Matlab/Simulink model for the  

subsystem “H_c (H>H0) equation (32)” 

 
Fig.6 The Matlab/Simulink model for the  

subsystem “H_c (H<H0) equation (36)” 

 
Fig.7 The Matlab/Simulink model for the  

subsystem “Inverse model equation (18)” 

 
Fig.8 The Matlab/Simulink model for the  

subsystem “Longitudinal dynamics” 

 
Fig.9 The Matlab/Simulink model for the  

subsystem “Command filter equation (25)” 

 
Fig.10 The Matlab/Simulink model for the 

subsystem “Inverse model equation (19)” 
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 By the simulation of the Matlab/Simulink model 

from fig.2, the author obtained the time 

characteristics from fig.11, fig.12 and fig.13. In 

fig.11 the author presents the time variations of 

Tpzxy VV  ,,,,,,,  and H  for the first 

phase of the landing process – the glide slope phase. 

The characteristics with blue solid line correspond 

to the case when the landing process is not affected 

by the wind shears (the wind velocity is neglected). 

The characteristics with red dashed line correspond 

to the landing process affected by wind shears. 

Same characteristics, but for the second phase of the 

landing process – the flare phase, are presented in 

fig.12. 
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Fig.11 Time variations of the landing process variables in the first phase – glide slope phase 
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Fig.12 Time variations of the landing process variables in the second phase – flare phase 
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Fig.13 The time variation of the flight altitude for the entire landing process 

 In fig.13 one presents the variation of the altitude 

H  with respect to the horizontal displacement x  for 

the whole landing process (blue solid line for the 

case “without wind” and red dashed line for the case 

“with wind”). As one can see, the variation of 

altitude in the glide slope phase is linear, while, in 

the flare phase, the altitude descends aperiodically 

and tends to zero. Time variations of the altitude can 

also be seen in the last graphic from fig.11 (glide 

slope phase) and fig.12 (flare phase). 

 The wind with the components (41) does not 

disturb the landing process. Thus, the automatic 

pilot from fig.1 is a robust one, with good results. 

 For the obtaining of the graphics in fig.11 and 

fig.12, the Matlab/Simulink model in fig.2 has been 

used. Because the landing process has two important 

phases, the system in fig.1 has 2 important 

subsystems: the system for the automatic control of 

the flight altitude in the glide slope phase and the 

system for the automatic control of the flight 

altitude in the flare phase. The graphics in fig.11 

have been obtained by using the first subsystem, 

while the graphics in fig.12 have been obtained by 

using the second subsystem. 

 The Matlab/Simulink models of the two 

subsystems are presented in fig.14 and fig.15. 

 
Fig.14 The Matlab/Simulink model for the automatic control of the flight altitude in the glide slope phase 
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Fig.15 The Matlab/Simulink model for the automatic control of the flight altitude in the flare phase  

 In the above simulations one did not take into 

consideration the errors of the sensors (used for the 

measurement of the state variables). These errors are 

considered in simulations below.   

 For the determination of the pitch angle   one 

may use an integrator gyro. This gyro has errors and 

it is interesting to see if the sensor errors affect the 

landing process. One considers the error model that 

takes into account the parameters from the data 

sheets offered by the sensors producers; the error 

model is described by the equation: 

  ,1)( 






 


K

K
BaS ri

 (42) 

where   is the output pitch angle (the perturbed 

signal), i  the input pitch angle, S  the 

sensibility to the acceleration ra  applied on an 

arbitrary direction, B  the bias, K  the scale 

factor, K  the calibration error of the scale factor 

and v  the sensor noise. 
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Fig.16 Matlab/Simulink model for the gyro sensor 
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Fig.17 The influence of sensor errors in the glide slope phase of the landing process 
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Fig.18 The influence of sensor errors in the flare phase of the landing process 

 A Matlab/Simulink model (fig.16) has been 

introduced in the model from fig.2 in the feedback 

after the pitch angle .   

 The bias is given by its maximum value B  as 

percentage of span, the calibration error of the scale 

factor is given by its absolute maximum value K  

as percentage of ,K  while the noise is given using 

its maximum density value. Using the Matlab 

function “rand(1)” one generates the bias, by a 

random value in the interval ,),( BB  the 

sensibility S  to acceleration ,ra  applied on an 

arbitrary direction in the interval ),0( S  and the 

calibration error of the scale factor in the interval 

).,( KK   The noise is generated by means of a 
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Simulink block “Band-Limited White Noise” using 

the Matlab function “RandSeed” generating a 

random value of its density in the interval 

.),%80( dd   

 The inputs of the error model are the pitch angle 

i  and the acceleration ,ra  considered to be the 

resultant acceleration signal that acts upon the carry 

vehicle, while the output is the disturbed pitch angle 

.  In the numerical simulation, the following sensor 

parameters have been used: the noise density - 

 ,deg/1.0 Hz  the bias -   ,deg5  the error of the 

scale factor - ,%1 K  the sensibility to accelerations 

-  ;deg/18.0 g g


 is the gravitation acceleration. 

 The influences of the sensor errors in the glide 

slope phase of the landing process is presented in 

fig.17, while the influences of the sensor errors in 

the flare phase of the landing process is presented in 

fig.18. Although the errors of the gyro sensor (for 

the measurement of the pitch angle) affect most of 

the variables, the time variation of the altitude and 

the time length of the landing process phases are not 

affected. So, the author concludes that the sensor 

errors do not affect the landing process. 
 

 

6 Conclusion 
 The new system (automatic pilot) presented in 

this paper may be used, with good results, to the 

automatic control of the aircrafts flight altitude in 

the landing process. The system has two 

subsystems: the first one controls the altitude of the 

aircrafts in the glide slope phase of the landing 

process, while the second subsystem controls the 

altitude too, but in the second phase of the landing 

process (flare phase).  

 The paper author validated the obtained 

automatic pilot by numerical simulations in 

Matlab/Simulink environment; he obtained a lot of 

time characteristics (time variations of the variables 

involved in the landing process) in the presence or 

in the absence of wind shears. The wind with the 

components (41) does not disturb the landing 

process, the automatic pilot from fig.1 being a 

robust one.  

 Interesting results have also been obtained taking 

into account the sensor errors (the bias, the scale 

factor, the calibration error of the scale factor and 

the sensor noise). Although the errors of the gyros 

sensor (for the pitch angle measurement) affect most 

of the variables, the time variation of the altitude 

and the time length of the landing process phases 

are not affected. So, the author concludes that the 

sensor errors do not affect the landing process. 

 The variation of altitude in the glide slope phase 

is linear, while, in the flare phase, the altitude 

descends aperiodically and tends to zero. The author 

intends in the future to project an automatic pilot, 

based on dynamic inversion too, for the lateral 

movement of the aircrafts. 
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