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Abstract: -Numerous enterprises anticipate that Information Technology (IT) may enhance their competitive 
advantage and profitability, and provide them with a competitive edge in meeting the challenges from global 
competition. However, there is a critical issue of how to invest in IT judiciously and improve the 
performance of organizations successfully. Although several methods have been proposed for selecting 
appropriate IT projects, their models use few criteria and lack sufficient information for evaluation. Indeed, 
to ensure the alignment of IT investment and strategic needs in the real world, it is necessary to consider a 
variety of financial and non-financial factors within the evaluation structure. In order to devise a more useful 
way to solve IT project selection problems, this paper combines the decision making trial and evaluation 
laboratory (DEMATEL) with the analytic network process (ANP) and the zero-one goal programming 
(ZOGP) to propose an effective solution that considers both financial and non-financial factors. Additionally, 
an empirical study is presented to illustrate the application of the proposed solution.  
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1 Introduction 
Numerous enterprises anticipate that Information 
Technology (IT) will help them to meet the 
challenges from global competition [15]. The 
adoption of IT should be for the purpose of 
increasing profitability, productivity, and customer 
satisfaction, not for joining a race to IT investment. 
Consequently, there is a critical issue of how to 
invest in IT judiciously and improve the 
performance of organizations successfully. In this 
sense, the selection of IT projects is important to all 
kinds of enterprises [18]. In order to properly 
evaluate and select IT projects, both financial and 
non-financial factors are required to be considered, 
such as: total cost, implementation time, benefits, 
risks, strategic fitness, function and technology, 
vendor’s ability, and vendor’s reputation [45]. Thus, 
the IT project selection involving many complex 
evaluation factors is a kind of multiple criteria 
decision-making (MCDM) problem [1][6][43].  

Although several previously proposed MCDM 
methods in terms of IT project selection are useful, 
they have generally considered only independent IT 
projects or in evaluation criteria [19]. For this 
shortcoming, [33] designed a nonlinear zero-one 
goal programming (ZOGP), which can handle 
interdependencies between IT projects. However, 
this model merely solved the problem of 
interdependencies among projects. Subsequently, 
[19] proposed a solution that combined the analytic 
network process (ANP) with the ZOGP model and 
attempted to deal with the interdependencies among 

both IT projects and evaluation criteria. Their 
proposed solutions, however, leave room for 
improvement, because their models apply too few 
criteria without containing sufficient information 
for evaluation. Moreover, [2] proposed a ZOGP 
model for project selection, including several 
practical criteria in one decision model. Their 
solution is useful and well thought out but still 
requires us to add several financial and 
non-financial factors for ensuring the alignment of 
IT investment and strategic needs. 

The ANP can deal with all kinds of interactions 
among elements, while the ZOGP may cope with 
the problem of optimal project selection under 
limited resource restrictions. Hence, combining the 
ANP with the ZOGP is a favorable way to handle 
the problem of project selection. However, it is 
unsuitable to use the ANP in situations when there 
are many more than seven evaluation factors within 
a level. This is because too many evaluation factors 
may lead to a large number of pairwise comparisons 
required to perform and result in the increased 
difficulties of calculations and operations in the 
decision-making process. In this regard, it is better 
to divide these factors into two sub-groups by using 
the decision making trial and evaluation laboratory 
(DEMATEL). This is because the DEMATEL can 
divide multiple factors into a cause group and an 
effect group in order to better capture causal 
relationships visibly. This paper therefore combines 
the DEMATEL with the ANP and the ZOGP to 
propose an effective solution that considers both 
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financial and non-financial factors, aiming for a 
more useful way to solve IT project selection 
problems.  

The rest of this paper is organized as follows. In 
section 2, the prior literature related to IT project 
selection is reviewed. In section 3, the proposed 
solution is presented. In section 4, an empirical 
study is illustrated. Finally, according to the 
findings of this research, conclusions and 
suggestions are depicted. 
 
2 Selecting IT projects with the 

MCDM method 
The project selection is influenced by multiple 
factors, among which are decision-maker 
preferences and priorities, benefits, costs, project 
risk, required time for completion and training, and 
the availability of other scarce resources [1]. Thus, 
IT project selection is a kind of MCDM problem, 
and we need to employ MCDM methods to handle 
it well. The issue of IT project selection and the 
MCDM method for IT project selection are 
discussed below. 
 
2.1 The issue of IT project selection 
A successful project requires efforts of sensible 
project selection, performance evaluation [8], and 
control management [21]. The Project Management 
Institute (PMI) comments that projects are often 
implemented as a means of achieving an 
organization’s strategic plan. A project can be 
defined as a temporary endeavor undertaken to 
create a unique product or service [26]. For project 
evaluation, there are two important aspects in terms 
of evaluation criteria, such as: the project contents 
and the project feasibility [4]. In particular, 
technology selection is highly influential on the 
profitability and growth of an enterprise, so that 
decision-makers must be aware of both the tangible 
and intangible factors in IT investment [6]. 
Moreover, [33] indicate that IT project selection is 
an arduous endeavor because of the multiple factors, 
the limitation of scarce resources, and the candidate 
projects entailing benefit and resource 
interdependencies. In addition, [18] performed 
research into critical issues in IT investment 
management, such as vendor selection, project 
manager, project planning, training, and 
infrastructure development. All these kinds of 
issues are worth careful consideration, when 
enterprises evaluate and select their IT projects. 

Several methods and tools have been developed 
to calculate the cost-benefit of IT projects; one such 
tool is the constructive cost model (COCOMO), 
originally published by in 1981 [3]. Various other 
IT evaluation approaches and methods are also 

discussed, including: return on investment (ROI), 
economic value-add (EVA), internal rate of return 
(IRR), net present value (NPV), discounted cash 
flow (DCF) method, and the IT Balanced Scorecard 
approach. However, to ensure the alignment of IT 
investment and strategic needs, it is necessary to 
consider a variety of financial and non-financial 
factors within the evaluation structure. In practice, 
the National Institutes of Health (NIH) suggests the 
“Criteria for Ranking NIH IT Projects” [24] which 
consists of thirteen criteria for the IT project 
selection. 
 
2.2 MCDM methods for IT project selection 
Using appropriate MCDM methods may bring out 
new insights together with a documented defensible 
rationale for the decision. There are many MCDM 
methods that have been developed, such as the 
Elimination and Choice Translating Reality 
(ELECTRE), the Technique for Order Preference by 
Similarity to Ideal Solution (TOPSIS), and the 
Analytic Hierarchy Process (AHP). Unfortunately, 
none of these above methods deal with the 
interactions among elements. For handling this 
problem, [28] proposed the ANP as a new MCDM 
method. 

 As for the movement of the IT projects selection, 
it may be captured from three perspectives. First, 
the concept of IT projects selection has shifted from 
traditional financial measures toward incorporating 
non-financial measures, and away from using 
merely a single criterion. This is also the reason for 
the intense focus on the IT Balanced Scorecard. 
Secondly, regarding the evaluation technique, the 
use of goal programming (GP) is getting 
increasingly popular [1]. There are various methods 
proposed for solving IT project selection problems, 
such as the scoring approach [21], the ranking 
method [5], and the AHP method [23]. Moreover, in 
order to maximize the utilization of limited scarce 
resources, many researchers employ a solution with 
a mathematical programming model to pursue 
optimization, such as linear 0-1 mathematical 
programming [7], dynamic programming [42], 
quadratic programming [43], goal programming 
[31], and nonlinear ZOGP [33][34][1]. Thirdly, this 
is good combination with the ANP and the ZOGP 
for solving project selection problems. This is 
because the ANP is free to handle interdependencies 
within criteria or alternatives, and the ZOGP is 
good at handling the optimal problem under limited 
resource restrictions. Therefore, for example, [19] 
have proposed a solution for IT projects selection, 
combining the ANP with the ZOGP. In their 
proposed solution, interdependencies among project 
or evaluation criteria are allowed. 

Although the above methods of IT project 
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selection are useful, their models use few criteria 
and thus contain insufficient information for 
evaluation. In the real world, for ensuring the 
alignment of IT investment and strategic needs, it is 
necessary to consider several financial and 
non-financial factors within the evaluation structure. 
Furthermore, if evaluation factors become too many, 
employing the ANP is unsuitable because the 
pairwise comparisons would come to be extremely 
large together with the increased difficulties of 
calculations and operations in the decision-making 
process. Dealing with such difficulties, the 
DEMATEL is a desirable way to tackle problems 
that contain excess criteria. This is because the 
DEMATEL can divide multiple evaluation factors 
into a “cause group” and an “effect group” in order 
to better capture the causal relationship visually 
 
3 The proposed solution 
Referring to the analysis procedure suggested by 
[25], this paper proposes an effective solution 
which consists of two main analysis phases: the 
non-financial evaluation using the DEMATEL and 
the ANP, and the optimal solution using the ZOGP. 
 
3.1 The non-financial evaluation using the 

DEMATEL and the ANP 
Many works have mentioned that the evaluation of 
IT investments usually comprises several 
complicated aspects, including financial and 
non-financial aspects. To perform the non-financial 
evaluation, it is a favorable way to use the 
DEMATEL and the ANP. Some essentials of the 
ANP and the DEMATEL are briefly described as 
follows. 
 
3.1.1 The DEMATEL 
The Battelle Memorial Institute conducted the 
DEMATEL project through its Geneva Research 
Centre [12][13][10]. The original DEMATEL was 
aimed at the fragmented and antagonistic 
phenomena of world societies and searched for 
integrated solutions [10]. In recent years, the 
DEMATEL is becoming very popular in Japan 
[46][14][15] [47] because it is especially pragmatic 
for visualizing the structure of complicated causal 
relation through the directed graph named digraph. 
The digraph portrays a contextual relation among 
the elements of the system, in which the numeral 
represents the strength of influence.  

The DEMATEL, which is based on graph theory, 
has two primary merits: it can divide a set of 
criteria into cause group and effect group for further 
applying to the ANP; and it can display causal 
relationships among criteria visually, thus enabling 
us to easily discover things inside the complex 

problem because the graph exhibits the 
mathematical results with visualization clearly and 
unambiguously. For using the DEMATEL smoothly, 
this paper refines the version used by [11] and 
suggests four steps as below. 

 
Step 1: Producing the direct-relation matrix 
Measuring the relationship between criteria 

requires that the comparison scale be designed as 
four levels: 0 (no influence), 1 (low influence), 2 
(high influence), and 3 (very high influence). Next, 
experts make sets of the pairwise comparisons in 
terms of influence and direction between criteria. 
Then, as the result of these evaluations, the initial 
data can be obtained as the direct-relation matrix 
that is a n n×  matrix A , in which ija  is denoted 
as the degree to which the criterion i  affects the 
criterion j . 

 
Step 2: Normalizing the direct-relation matrix 
On the base of the direct-relation matrix A , the 

normalized direct-relation matrix X  can be 
obtained through formulas (1) and (2). 

k= ⋅X A                               (1) 

1 1

1 ,
max

n

iji n j

k
a

≤ ≤
=

=

∑
    , 1, 2,...,i j n=          (2) 

 
Step 3: Attaining the total-relation matrix 
Once the normalized direct-relation matrix X  

is obtained, the total-relation matrix T  can be 
acquired by using formula (3), in which the I  is 
denoted as the identity matrix. 

1( )−= −T X I X
 
Step 4: Analyzing the results 
The sum of rows and the sum of columns are 

separately denoted as vector D  and vector R  
through formulas (4), (5), and (6). Then, the 
horizontal axis vector ( +D R ) named 
“Prominence” is made by adding D  to R , which 
reveals how much importance the criterion has. 
Similarly, the vertical axis ( −D R ) named 
“Relation” is made by subtracting D  from R , 
which may divide criteria into a cause group and an 
effect group. Generally, when ( −D R ) is positive, 
the criterion belongs to the cause group. Otherwise, 
if the ( −D R ) is negative, the criterion belongs to 
the effect group. Therefore, the causal diagram can 
be acquired by mapping the dataset of the 
( , )+ −D R D R , providing valuable insight for 
making decisions. 

[ ] ,ij n nt ×=T    , 1, 2,...,i j n=              (4) 
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⎡ ⎤
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⎣ ⎦
∑D                    (5) 

1
1 1

[ ]
tn

ij j n
i n

t t⋅ ×
= ×

⎡ ⎤= =⎢ ⎥⎣ ⎦
∑R                    (6) 

where vector D  and vector R  respectively 
denote the sum of rows and the sum of columns 
from total-relation matrix [ ]ij n nt ×=T . 

 
3.1.2 The ANP 
Saaty [29] has demonstrated several types of ANP 
models, such as: the Hamburger Model, the Car 
Purchase BCR model, and the National Missile 
Defense model. However, from the viewpoint of 
[17], the ANP may simply be differentiated into two 
practical kinds of models: the Feedback System 
model and the Series System model (similar to the 
AHP model). In the Feedback System model, 
clusters link one by one in turn as a network system. 
This kind of model can capture effectively the 
complex effects of interplay in human society, 
especially when risk and uncertainty are involved 
[30]. In the Feedback System model (Fig. 1), there 
are three clusters (cause criteria, effect criteria, and 
alternatives) linked one by one in turn as a network 
system. 
 
 
 
 
 
 
 

 
Fig. 1. The Feedback System model. 

 
For determining the relative importance 

between elements, decision makers are asked to 
respond through a series of pairwise comparisons. 
These pairwise comparisons are based on Saaty’s 
nine-point scale and represent how many times one 
element is more important than another, where a 
score of 1 indicates equal importance between the 
two elements and 9 represents the extreme 
importance of one element compared to the other. 
Moreover, for evaluating the weights of elements, 
the AHP uses the principal eigenvector of 
comparison matrix, whereas the ANP employs the 
limiting process method of the powers of the 
supermatrix [39]. For synthesizing overall priorities 
for the alternatives, it requires adjusting the 
unweighted supermatrix to keep it to be column 
stochastic [31]. The unweighted supermatrix 
contains the local priorities derived from the 
pairwise comparisons throughout the network as 

shown in Fig. 2, where SW  is a matrix that 
represents the weights of the cause criteria with 
respect to alternatives, and CW  is a matrix that 
denotes the weights of the effect criteria with 
respect to the cause criteria, AW  is a matrix that 
shows the weights of alternatives with respect to the 
effect criteria. Finally, the weighted supermatrix 
(the adjusted unweighted supermatrix) can be raised 
to limiting powers to calculate the overall priorities. 
 
 
 
 
 
 
 
 
 
  
 

Fig. 2. The unweighted supermatrix. 
 

 
According to the overall priorities of alternatives, 

alternatives can be compared and the best 
alternative can be selected. From a financial 
perspective, however, the best alternative selected 
by the ANP is not certainly the optimal choice due 
to limited resource restrictions. Hence, it is still 
necessary to employ the ZOGP for selecting the 
optimal alternative, and the overall priorities of 
alternatives can be used as a constraint in the ZOGP 
model. 
 
3.2 The optimal solution using the ZOGP 
Selecting an appropriate IT project requires the 
consideration of various sorts of factors, such as: 
the acceptable benefits, costs, and risks of the 
project; the required time for the completion of and 
training for the project; and especially the limitation 
of scarce resources [1]. As discussed previously, 
various methods have been proposed for solving IT 
project selection, each with its own merits and 
demerits. However, in a situation requiring the 
consideration of resource constraint or optimal 
solution, some methods are not suitable, such as the 
scoring approach, the ranking method, and the AHP 
or ANP method [20][1]. Hence, there are several 
works that attempt to solve the MCDM problem 
under conditions of resource constraint, combining 
the AHP or ANP with the GP, such as [36] 
[38][19][2]. 

The GP is a very suitable methodology to solve 
the allocation problem, especially when many 
decision variables and constraints are considered 

Cause criteria 

Effect criteria Alternatives 

 

Alternatives 

Cause 
criteria 

Effect  
criteria Alternatives 

Cause 
criteria 

Effect  
criteria W =

0  

CW  

0  

0  

0  

AW  
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0

0
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simultaneously [2]. Additionally, it can perform as a 
model to represent the abstraction of the real 
situation in a mathematical form. The GP handles 
multiple-goal situations within the framework of 
linear programming, and all goals are included in 
the model as constraints [35]. In the GP model, the 
objective function is to minimize each of the 
deviation variables for each constraint. Moreover, 
these goals are prioritized into three different types: 
the ordinal ranking type known as lexicographic 
goal programming (LGP), the cardinal ranking 
known as weighted goal programming (WGP), and 
the combination of the ordinal ranking and the 
cardinal ranking [41]. In addition, there are several 
other types, such as the MINMAX GP and the 
Fuzzy GP [40]. Among these types of the GP, the 
LGP is the most popular and is used widely [37]. 
The LGP attaches pre-emptive priorities to the 
different goals in order to minimize the unwanted 
deviation variables in a lexicographic order [27]. 

As a solution technique, the GP is suitable to 
handle decision making aimed at achieving a set of 
conflicting goals, and the objective function seeks 
to minimize deviations from the set of given goals, 
which is subject to restrictions such as limited 
budget, time, labor, and material. The ZOGP model 
proposed can be summarized as follows: 

Minimize ( )
m

i i i
i m

Z P d d+ −

∈

= +∑              (7) 

subject to 

 
1

n

ij j i i i
j

a x d d b+ −

=

− + =∑   

( 1,2,..., ; 1, 2,..., )i m j n= =                (8) 

 
1

1
n

j j i i
j

w x d d+ −

=

− + =∑   

( 1, 2,..., ; 1, 2,..., )i m m m n j n= + + + =      (9) 
 0 or 1jx = , , 0i id d− + ≥ . 
in this ZOGP model, there are n  projects 
available for selection under m  goals. The 
objective function Z  is given by Formula (7), 
seeking to minimize the deviation from desired 
targets for constraints, where iP  are preemptive 

priority factors for corresponding to goals, and id + , 

id −  are denoted as the i th positive and negative 

deviational variables for goals. Also, id +  signifies 

the over-achievement of the i th goal, and id −  
implies the under-achievement of the i th goal. In 
Formula (8), the ija  denotes the j th project 
usage of the i th resource, and the decision variable 

jx  are zero-one variables corresponding to the 

project selection, then, the ib  denotes the 
constraint of the i th resource. In Formula (9), the 

jw  denotes the overall priority of projects by the 

ANP. In addition, when 1jx =  expresses that the 

j th project is selected, otherwise 0jx =  
expresses that the j th project is not selected. 
 
4 An empirical study  
In this section, an empirical study shows how a 
high-tech company applied the proposed solution 
for selecting IT projects. The case Company Y is a 
Taiwan firm with more than 1,700 employees in 15 
countries and turnover in excess of US$ 265 million. 
The company is performing as a leading solution 
provider in the industrial automation market, 
offering more than 420 products and solutions 
covering the range from system-integration 
hardware and software to customer-driven service. 

In order to cope with challenges from newcomers 
and to reach solutions that may lead to shorter 
lead-time, high quality, competitive prices, and 
improved customer service, Company Y decided to 
upgrade its IT systems for increasing customer 
convenience and maximizing operational 
efficiencies. To that end, Company Y set up an IT 
investment committee consisting of the general 
manager, and several managers representing the 
marketing, financial, production, human resource, 
and information-technology departments. The 
following shows how Company Y successfully 
utilized the proposed solution with the two-phase 
procedure to achieve its IT project selection. 
 
4.1 Applications of proposed solution 
In phase 1, it is required to determine a set of 
criteria and alternatives for selecting IT projects. 
After conducting the literature review and a 
profound discussion, the committee adopted the 
“Criteria for Ranking NIH IT Projects” [24] as the 
evaluation criteria. The “Criteria for Ranking NIH 
IT Projects” contains thirteen criteria, such as: 
Management Support ( 1g ), Risk of Not Doing It 
( 2g ), Schedule Risk ( 3g ), Cost Sensitivity ( 4g ), 
Organizational Risk ( 5g ), Technical Risk ( 6g ), 
Scope of Beneficiaries ( 7g ), Business Process 
Redesign ( 8g ), Business Model ( 9g ), Quality of 
Work Life ( 10g ), Improvement of Internal Service 
( 11g ), Improvement of Service to Public ( 12g ), and 
Benefit-Cost Impact ( 13g ).  

These thirteen criteria were deemed to be 
significant and indispensable. However, too many 
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evaluation criteria may result in the increased 
difficulties of calculations and operations in the 
decision-making process. Hence, the DEMATEL 
was employed to divide these criteria into two 
sub-groups. Once the relationships between these 
criteria were measured by the IT investment 
committee, the direct-relation matrix (see Table 1) 
was produced. Next, the normalized direct-relation 
matrix was obtained by formulas (1) and (2). 
Additionally, the total-relation matrix (Table 2) was 
acquired by using formula (3). Then, using 
formulas (4), (5), and (6), the causal diagram (see 
Fig. 3) could be acquired. Looking at the causal 
diagram, it is clear that evaluation criteria were 
visually divided into the cause group 
( 4g , 5g , 6g , 8g , 9g , and 13g ), and the effect group 
( 1g , 2g , 3g , 7g , 10g , 11g , and 12g ). These two 
groups are used to serve respectively as the “cause 
criteria” cluster and the “effect criteria” cluster in 
the ANP model. 

 
Table 1 The direct-relation matrix of criteria 

g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11 g12 g13
g1 0 3 2 2 2 1 1 0 0 1 1 1 1
g2 2 0 0 0 0 0 3 0 0 0 0 0 3
g3 2 1 0 2 0 0 2 0 0 1 0 0 2
g4 2 3 2 0 0 0 1 2 2 1 2 1 3
g5 2 1 1 0 0 0 1 2 2 1 3 3 1
g6 0 2 2 0 1 0 0 1 2 0 0 0 2
g7 1 0 0 0 1 1 0 0 0 2 0 0 0
g8 1 2 3 2 2 0 0 0 3 2 2 2 1
g9 2 1 1 2 1 1 0 0 0 1 1 1 1
g10 0 0 1 0 0 1 1 0 0 0 0 0 1
g11 1 0 0 1 0 0 0 0 0 1 0 3 1
g12 2 0 0 1 0 0 0 0 0 2 1 0 1
g13 3 2 2 2 1 1 1 2 1 2 1 1 0  

 
 

Table 2 The total-relation matrix of criteria 
g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11 g12 g13

g1 0.134 0.246 0.182 0.172 0.142 0.083 0.143 0.053 0.057 0.140 0.118 0.121 0.177
g2 0.171 0.066 0.057 0.052 0.043 0.033 0.192 0.031 0.027 0.065 0.036 0.037 0.197
g3 0.189 0.135 0.072 0.157 0.044 0.035 0.162 0.040 0.039 0.120 0.049 0.046 0.181
g4 0.271 0.283 0.219 0.127 0.076 0.054 0.162 0.153 0.163 0.178 0.183 0.147 0.297
g5 0.235 0.153 0.144 0.106 0.061 0.042 0.124 0.136 0.150 0.163 0.223 0.239 0.168
g6 0.110 0.178 0.169 0.075 0.091 0.029 0.070 0.087 0.142 0.072 0.055 0.056 0.188
g7 0.077 0.032 0.032 0.020 0.066 0.064 0.024 0.015 0.019 0.121 0.021 0.022 0.035
g8 0.228 0.231 0.259 0.217 0.158 0.049 0.112 0.061 0.212 0.222 0.194 0.202 0.212
g9 0.206 0.148 0.132 0.170 0.093 0.081 0.073 0.046 0.049 0.127 0.112 0.114 0.156
g10 0.034 0.029 0.075 0.023 0.016 0.061 0.071 0.015 0.016 0.027 0.013 0.013 0.078
g11 0.110 0.048 0.042 0.090 0.022 0.018 0.033 0.022 0.021 0.099 0.035 0.177 0.101
g12 0.151 0.056 0.050 0.091 0.027 0.023 0.039 0.023 0.023 0.141 0.081 0.037 0.104
g13 0.304 0.242 0.224 0.211 0.123 0.098 0.160 0.154 0.124 0.218 0.142 0.145 0.161  
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Fig. 3. The causal diagram of criteria. 
 
After the criteria are divided into the cause group 

and effect group, it is necessary to generate 
alternatives for evaluation. Through the screening 
of several alternatives, the IT investment committee 
listed five potential projects. Then the evaluation 
structure was built, including three clusters with a 
chain of the cause criteria, effect criteria, and 
alternatives. Next, for deriving the relative 
importance between elements, members of the 
committee were asked to respond with a series of 
pairwise comparisons. From the results of pairwise 
comparisons, three matrices ( SW , CW , and AW ) 
were obtained to shape the unweighted supermatrix 
(Table 3). Finally, the calculations of the 
supermatrix can be easily solved by using the 
professional software named “Super Decisions”, 
and then the overall priorities of alternatives were 
obtained from the limit supermatrix: AW  = ( 1A , 2A , 

3A , 4A , 5A ) = (0.195, 0.228, 0.209, 0.170, 0.198). 
Therefore, the best alternative is project 2 due to the 
highest priority of 0.228, followed by project 3 of 
0.209, and so on.  
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Table 3 The unweighted supermatrix of IT project selection 
C1 C2 C3 C4 C5 C6 C7 A1 A2 A3 A4 A5 S1 S2 S3 S4 S5 S6

C1 0 0 0 0 0 0 0 0 0 0 0 0 0.093 0.121 0.256 0.092 0.208 0.077
C2 0 0 0 0 0 0 0 0 0 0 0 0 0.144 0.060 0.058 0.207 0.211 0.151
C3 0 0 0 0 0 0 0 0 0 0 0 0 0.153 0.173 0.143 0.099 0.062 0.162
C4 0 0 0 0 0 0 0 0 0 0 0 0 0.191 0.273 0.181 0.138 0.078 0.113
C5 0 0 0 0 0 0 0 0 0 0 0 0 0.167 0.113 0.105 0.149 0.158 0.235
C6 0 0 0 0 0 0 0 0 0 0 0 0 0.109 0.107 0.119 0.170 0.156 0.148
C7 0 0 0 0 0 0 0 0 0 0 0 0 0.145 0.152 0.138 0.144 0.127 0.115
A1 0.116 0.199 0.156 0.311 0.162 0.288 0.119 0 0 0 0 0 0 0 0 0 0 0
A2 0.213 0.173 0.201 0.269 0.354 0.138 0.223 0 0 0 0 0 0 0 0 0 0 0
A3 0.260 0.261 0.202 0.155 0.150 0.159 0.290 0 0 0 0 0 0 0 0 0 0 0
A4 0.187 0.189 0.194 0.113 0.143 0.240 0.138 0 0 0 0 0 0 0 0 0 0 0
A5 0.224 0.179 0.247 0.152 0.190 0.175 0.229 0 0 0 0 0 0 0 0 0 0 0
S1 0 0 0 0 0 0 0 0.269 0.239 0.102 0.107 0.148 0 0 0 0 0 0
S2 0 0 0 0 0 0 0 0.118 0.187 0.193 0.224 0.110 0 0 0 0 0 0
S3 0 0 0 0 0 0 0 0.109 0.112 0.119 0.224 0.193 0 0 0 0 0 0
S4 0 0 0 0 0 0 0 0.120 0.101 0.122 0.224 0.300 0 0 0 0 0 0
S5 0 0 0 0 0 0 0 0.223 0.216 0.169 0.113 0.135 0 0 0 0 0 0
S6 0 0 0 0 0 0 0 0.161 0.145 0.295 0.108 0.113 0 0 0 0 0 0  

 
 
In phase 2, for evaluating five potential projects 

(see Table 4) with a financial perspective, the IT 
investment committee designed five indicators and 
applied the ZOGP in order to pursue the favorable 
combination of IT projects. Their five indicators 
were the completion time, training time, NPV-based 
cash outflow, NPV-based cash inflow, and 
NPV-based ROI. Specifically, the NPV-based cash 
outflow was calculated in term of the total cost of 

ownership (TCO), which including all the direct 
and indirect costs, such as the development cost, 
transition cost, maintenance cost, and expansion 
cost. The NPV-based cash inflow was converted 
from the benefits of the proposed project. Then, the 
ratio NPV-based ROI was calculated by taking the 
NPV-based cash inflow divided by the NPV-based 
cash outflow, represented as a percentage for 
judging IT investments. 

 
Table 4 Relevant information about projects 

 Project 1 Project 2 Project 3 Project 4 Project 5 Targets  

completion time (days) 15 20 20 25 14 69 

training time (days) 7 9 10 12 4 30 

NPV-based cash outflow ($000) 170 220 140 290 210 740 

NPV-based cash inflow ($000) 200 280 220 300 260 920 

NPV-based ROI  117.6% 127.3% 157.1% 103.4% 123.8% 124.3% 

  
 

The IT investment committee wanted to arrive at 
a favorable combination of IT projects with the 
purpose of reaching the expected NPV-based ROI 
with regard to several goals. With respect to 
strategic fitness perspective, the first goal mandates 
that project 2 must be included in the combination 
because its overall priority was the highest derived 
from the ANP analysis. The second goal is to ensure 
that the NPV-based cash inflow is able to reach a 
level of at least US$920,000 in one year. The third 

goal is to limit the NPV-based cash outflow so that 
it may not exceed US$740,000 yearly. The fourth 
goal is to ensure that the completion time not 
exceed a 69-day limit. The fifth goal is to allow that 
the training period may be in excess of 30 days. The 
final goal is to consider and utilize the overall 
priorities of projects derived from the ANP analysis. 
Hence, the ZOGP model can be expressed as 
follows: 

 
Minimize 1 1 1 2 2 3 3 4 4 5 5 6 6 6( ) ( ) ( ) ( ) ( ) ( )Z P d d P d P d P d P d P d d− + − + + − − += + + + + + + +   
subject to 
 2 1 1 1x d d− ++ − = , 

 1 2 3 4 5 2 2200 280 220 300 260 920x x x x x d d− ++ + + + + − = , 

 1 2 3 4 5 3 3170 220 140 290 210 740x x x x x d d− ++ + + + + − = , 
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 1 2 3 4 5 4 415 20 20 25 14 69x x x x x d d− ++ + + + + − = , 

 1 2 3 4 5 5 57 9 10 12 4 30x x x x x d d− ++ + + + + − = , 

 1 2 3 4 5 6 60.195 0.228 0.209 0.170 0.198 1x x x x x d d− ++ + + + + − = , 
 0 or 1jx = ,  

, 0i id d− + ≥ . 
 

Under this ZOGP model, the results show that 
1x = 2x = 3x = 5x =1, 4x =0, 

1d − = 1d + = 2d − = 3d + = 3d − = 4d − = 4d + = 5d − = 5d + = 6d + =0, 

2d + =40, 6d − =0.17. Thus, the IT investment 
committee may accept the solution. This is because 
projects 1, 2, 3, and 5 are selected, and the 
favorable combination provides the NPV-based 
cash inflow US$960,000 more than the targeted 
US$920,000. Also, the NPV-based ROI may better 
achieve at 129.7%, higher than the targeted 124.3%. 
 
4.2 Discussions 
As IT project selection is complex MCDM problem, 
it requires MCDM methods to handle appropriately. 
For a proper IT project selection, it is necessary to 
enrich not only the evaluation criteria but also the 
selection methodology. 

Regarding the evaluation criteria, the most 
popular criteria involved such items as benefits, 
costs, risk, completion time, and training time of 
project. But these criteria alone are not sufficient to 
provide adequate information for evaluation. This 
paper adds two kinds of evaluation criteria for use 
in IT project selection. One is the qualitative factors 
in terms of strategic fitness, such as the “Criteria for 
Ranking NIH IT Projects” [24]. The other kind is 
the quantitative factors which relate to economic 
justification that can be calculated by several useful 
methods, such as the NPV-based cash outflow, the 
NPV-based cash inflow, and the NPV-based ROI. 

Concerning the selection methodology, there are 
various methods proposed for solving IT project 
selection problems, such as the scoring approach, 
the ranking method, the AHP or ANP method, and 
the ZOGP model. Among these methods, the 
combination of the ANP with the ZOGP is 
particularly powerful and pragmatic. The ANP is a 
multi-criteria approach for decision-making, able to 
deal with all kinds of interactions among elements, 
and has the capacity to transform qualitative 
judgments into quantitative values. The ZOGP has 
sufficient flexibility to solve the allocation problem 
with multiple goals, especially when many decision 
variables and constraints are considered 
simultaneously. In other words, the ANP method is 
helpful in handling qualitative factors, and the 
ZOGP model is good at dealing with quantitative 

factors. Thus, integrating the ANP with the ZOGP is 
an excellent way to solve project selections. 

However, when we want to enrich the contents of 
evaluation criteria, the quantity of criteria may 
become quite large. Solution of this kind of 
problem may be achieved with the help of the 
DEMATEL. The DEMATEL, which is based on 
graph theory, is able to divide complex factors into 
cause and effect groups, displaying causal 
relationships among criteria visually. In particular, 
the DEMATEL is constructive in situations where it 
is not suitable to employ the ANP directly, due to 
evaluation criteria being in excess of seven.  

Additionally, an empirical study of IT project 
selection was presented. The results show that the 
case company applied our solution and finally 
arrived at a favorable combination of IT projects. 
Furthermore, the proposed solution has several 
obvious performances. One is that this paper first 
linked the DEMATEL with the ANP and ZOGP to 
deal with the IT project selection, and took great 
considerations into either quantitative and 
qualitative factors or financial and non-financial 
factors. In addition, the proposed solution can 
divide a set of important factors into cause group 
and effect group, so as to better capture causal 
relationships apparently. In particular, a set of n  
evaluation criteria that requires operating 
1
2 ( 1)n n −  pairwise comparisons [23]. Using the 

proposed solution in this study, the original 13 
criteria were divided into 6 cause criteria and 7 
effect criteria, so that the number of required 
pairwise comparisons were reduced from 78 to 36. 
This means that the decision-making task may 
become easier and faster with saving 42 pairwise 
comparisons. 
 
5 Conclusions 
In the accelerating Information Age, competitive 
pressures are accumulating and multiplying. As 
enterprises increasingly face struggles with intense 
global competition and suffer weak corporate 
performance, IT investments are more and more 
taking the form of an MCDM type of problem. To 
that end, both strategic needs and financial 
outcomes require more concern and attention than 
before, together with creating a need for more 
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profound evaluation criteria and selection 
methodologies.  

Several methods are proposed for selecting IT 
projects, however, previous models are simple and 
do not contain sufficient information for evaluation. 
In order to ensure the alignment of IT investment 
and strategic needs, we are required to consider a 
variety of financial and non-financial factors within 
the evaluation structure. This paper therefore 
proposes an effective solution using a hybrid 
approach that allows consideration of both strategic 
fitness and economic justification. As the 
DEMATEL, the ANP, and the ZOGP each have 
their own advantages, this hybrid approach 
combines these three powerful MCDM methods in 
order to devise a more useful way to solve IT 
project selection problems.  

As a test case, this paper presents an empirical 
study of IT project selection in order to demonstrate 
the proposed solution with regard to its usefulness. 
Further, the proposed solution is applicable to all 
enterprises that face multifaceted criteria and need 
to solve multiple goals for seeking optimal 
solutions under limited resources. To promote 
continuing research in future, it would be 
worthwhile to investigate more cases in order to 
uncover invaluable new study issues using current 
optimization techniques like Genetic algorithms or 
Neural Networks. 
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