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Abstract: -  Network traffic prediction is important to network planning, performance evaluation and 
network management directly. A variety of machine learning models such as artificial neural 
networks (ANN) and support vector machine (SVM) have been applied in traffic prediction. In this 
paper, a novel network traffic one-step-ahead prediction technique is proposed based on a state-of-
the-art learning model called minimax probability machine (MPM). In the experiments, the predictive 
performance is tested on two different types of traffic data, Ethernet and MPEG4, at the same 
timescale. We find the predictions of MPM match the actual traffics accurately. Furthermore, we 
compare the MPM-based prediction technique to the SVM-based techniques. Results show that the 
predictive performance of MPM is competitive with SVM 
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1. Introduction 

Network traffic prediction is of significant 
interest in many domains, including congestion 
control, admission control and network 
bandwidth allocation. In high-speed network 
such as asynchronous transfer mode (ATM), the 
bandwidth can be allocated based on the 
accurate traffic prediction, thus ensuring Qos of 
the users and accomplishing the preventive 
congestion control [1]. Traffic prediction 
requires accurate modeling techniques which 
can capture the statistical characteristics of 
actual traffic [2]. The traditional linear model 
cannot capture the property of uncertainty and 
time-variance about network traffic [3]. In order 
to improve prediction performance, nolinear 
models such as artificial neural networks (ANN) 
[4] and Markov modulated Poisson process 
(MMPP) models [5] are introduced to capture 

the real traffic characteristic. However, these 
models suffer from problems like the existence 
of local minima or the choice of model structure. 
Recently, support vector machines (SVM), a 
new modeling technique, has been applied for 
traffic prediction [1]. 

Within the machine learning community, 
there has been a good deal of excitement about 
the use of MPM model for regression and 
prediction in recent years [6][7]. Compared to 
SVM, MPM pays more attention to the typical 
rather than the boundary samples [8][13]. It is 
in some sense similar to the relevance vector 
machine proposed in Tipping [9]. Furthermore, 
the MPM is related to vicinal risk minimization 
[10], in which SVM were improved using the 
covariance of the classes to push the hyperplane 
away from the samples that belong to the class 
with the largest covariance matrix. 
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Since the MPM presents many merits, it has 
been suggested in various applications [11][14]. 
However, little attention has been paid to apply 
MPM to the prediction of network traffic. It is 
value for us to investigate the problem of 
whether a good performance could be obtained 
if we apply MPM to the traffic prediction. In 
this paper, a novel MPM-based network traffic 
one-step-ahead prediction technique is proposed 
and tested on two different types of traffic data, 
Ethernet and MPEG4. Experiments illustrated 
that the MPM can capture the uncertainty and 
time-variance about network traffic. Its 
predictive performance is comparable to SVM. 

In rest of this paper, we formulate the 
problem of network traffic prediction in the 
next section,then a novel MPM model for 
network traffic prediction is introduced. 
Following that Experiments are reported . and 
some results are summarized in the end. 
 

2 . Minimax probability machine for 
network traffic prediction  

2.1 Network Traffic Prediction 

Network traffic presents the number of 
packets per unit time. The traffic data can be 
seen as a time series ( )s n  varied with the time 
n . We could predict the future traffic level by 
constructing a prediction model which takes 
into account the past observations. To be more 
specific, assume that exists a smooth map 

: df R R→  such that 

 ( ) ( ) ( ) ( )1 , 2 , ,s n f s n s n s n d= − − −⎡ ⎤⎣ ⎦L   (1) 

If the map f  were known, the value of series s  
at n  is uniquely determined by its d  values in 
the past. So the prediction task can be achieved 
by estimating the map f . 

For simplicity of notation, we define the 
scalar ( )nt s n≡ and the d -dimensional vector 

( ) ( ) ( )( )1 , 2 , ,
T

n s n s n s n d≡ − − −x L  in such a way 
that Eq.(1) can be written simply as  

          ( )n nt f= x  .                                          (2) 
In order to estimate f , a training samples set 

ND  with capability N  can be constructed as 
follows: ( ){ }, | 1, ,d

N n nD t R R n N= ∈ × =x L  
 
2.2 MPM for Network Traffic Prediction 

Given the training samples set ND , the 
MPM would like to estimate ( )f x  by finding a 
model that maximizes the minimum probability 
of being ε±  accurate 

( )( )max min P f t ε⎡ ⎤− ≤⎣ ⎦x         (3) 

Assume the function ( )f x  has the form of  

( ) ( ) ( ) ( ) ( ) ( ) ( )
r

dd
r

T bxwxwxwbf ++++=+= L2211xwx
        (4) 

where ( ) ( ) ( )( )Tdwww ,,, 21 L=w . MPM formulates 
the Eq. (3) as a binary classification problem to 
determine the parameters w  and rb . 

The MPM turns each training sample ( ),i itx  
for 1, ,i N= L  into two class of 1d +  dimensional 
vectors ix%  or iy% . The formal is labeled as class 
x% , and the latter one as class y% . 

( ) ( ) ( ) ( )( )Td
iiii

T
iii xxxtt ,,,,,~ 21 Lεε ++= ＝xx  , 

Ni ,,2,1 L=    (5) 

( ) ( ) ( ) ( )( )Td
iiii

T
iii xxxtt ,,,,,~ 21 Lεε −−= ＝xy ,  

Ni ,,2,1 L=    (6) 

The above defined artificial classification 
problem could be solved by any binary 
classifier. In this paper, we focus on using 
MPM for classification (MPMC) [8] as the 
underlying classifier for the problem defined by 
(5) and (6). Assume the boundary obtained by 
the MPMC is  

bT =ua                                                (7) 

where  
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( )( ) ( ) ( ) ( ) ( )( )TdT xxxff ,,,,, 21 Lxxxu ==        (8) 

The parameters ( ) ( ) ( ) ( )( )Tdd aaaa 121 ,,,, += La  and b  
in Eq. (7) can be determined by following 
constrained optimization problem 

( )1/ 2 1/ 2

2 2
min +xx yyw

R a R a% % % %                 (9) 

 ..ts     ( ) 1T − =x ya μ μ% %                           

where 
xμ %

, 
yμ %

, 
xxR % %

, and 
yyR % %

 satisfy 

( )~ ,x xxx μ R% % %% ,and ( )~ ,y yyy μ R% % %% . In addition, the 
Ref. [8] gave a kernelized version of the 
optimization problem (9) by mapping the 
samples into a high-dimensional feature space.  

The boundary (7) obtained by the MPMC 
turns directly into the prediction function one 
wants to estimate. That is to say, once the 
parameters a  and b  have been determined, we 
use the classification boundary to predict the 
output ( )f x  for a new input x . When 
substituting expression (8) in (7), we obtain 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) bxaxaxafa dd =++++ +123121 Lx        
      (10) 

The Eq. (10) can be reformulated as 

( )
( )

( )
( )

( )

( )
( )

( )

( )
( )

( )11

1
2

1

3
1

1

2

a
bx

a
ax

a
ax

a
af d

d

+−−−−=
+

Lx

         (11) 

Compared the Eq. (11) to Eq. (4), it is derived  

( ) ( ) ( )iii aaw /1+−=   , 1, 2, ,i d= L                        (12) 
( )1/ abbr =  

3. Experimental Results 

In the experiments, we use the Ethernet 
and the MPEG4 network traffic as real traffic 
series for prediction. The MPEG4 traffic is 
available at [12], and the Ethernet is collected at 
Bellcore Morristown Research and Engineering 
Center. Two traffics present the number of 
packets per unit time. And they are aggregated 
at different timescales of 1 and 5 seconds. In 

this paper we only consider the timescales of 1 
seconds.  

Before prediction, two different types of 
traffic data are normalized to the interval [0, 1]. 
After that, we construct 120 samples for 
training and 100 for testing candidate models. 
Mean square error (MSE) and prediction error 
(PE) are used as performance measures in 
prediction. Their definitions are 

( ) ( ) 2

1

1 NT

n
n

MSE s n f
NT =

= −⎡ ⎤⎣ ⎦∑ x ,                        

( ) ( ) ( )nPE n s n f= − x ,                               

where NT  is the number of test samples, ( )s ⋅  is 
the actual series and ( )f ⋅  is the prediction.  

The kernel functions for MPM and SVM are 
both based on Gaussian kernel, that is 

( ) ( )2 2, exp /n nK σ= − −u u u u                         

where the kernel parameter σ  is determined by 
a simple cross-validation technique. For the 
MPM model, the parameter ε  is set for 0.4. For 
the SVM, the regularization factor is set for 310 , 
and the insensitive loss parameter is set for 0.02. 
For simplicity, the dimension parameter d  is 
fixed as 3.  

Fig.1 and Fig.2 show samples of the 
prediction results in graphical form. The actual 
values of traffic (at timescale 1 seconds) are 
shown as solid line, the corresponding predicted 
values are superimposed on the actual values as 
dotted line and dashed line respectively. As it 
can be seen from the figures, we find the 
predictions of MPM match the actual traffics 
accurately.  
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Fig.1 The actual and predicted values of Ethernet traffic. The 
upper graph shows traffic (solid line), the prediction using 
MPM (dotted line) and SVM (dashed line). The lower graph 
shows the prediction error curves of two models.  
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Fig.2 The actual and predicted values of MPEG4 traffic. The 
upper graph shows traffic (solid line), the prediction using 
MPM (dotted line) and SVM (dashed line). The lower graph 
shows the prediction error curves of two models. 

 

To analyze the effect of the parameter d  on 
the predictive performance, we change the 
value of d  from 3 to 5 and 8. The predictive 
performance is quantified by the MSE and is 
shown in Table 1. We can see from the table 
that the performance of MPM and SVM is 
comparable. The results also show that the 
parameter d  has a significant effect on the 
performance. In addition, we notice that for 
each model, using a larger d  in prediction 
usually gives a smaller MSE. However, the 

prediction speed would reduce significantly 
when the parameter d  is too large. 

Table 1. Prediction performance on two traffics 
expressed in terms of mean square error (MSE). 

MSE  (×10-3) 
Models d  

Ethernet MPEG4 
3 5.706 0.466 
5 0.392 0.045 MPM 
8 0.412 0.101 
3 5.554 0.453 
5 0.380 0.096 SVM 
8 0.386 0.091 

4. Conclusion 

To overcome the drawbacks of traditional 
learning models for network traffic prediction, a 
novel MPM-based traffic one-step-ahead 
prediction technique is proposed in this paper. 
The prediction performance is tested on two 
different types of traffic data, Ethernet and 
MPEG4, at the same timescale. The 
experiments demonstrate that the proposed 
technique attains satisfactory performance in 
prediction accuracy. Therefore, the proposed 
technique can be used for congestion control in 
high-speed network, to meet the user QoS 
requirements.  
The experiments also demonstrate that the 
predictive performance of MPM is competitive 
with SVM. Compared to the SVM, the MPM 
can obtain a direct estimate of a lower 
probability bound Ω , the future predicted 
outputs of the model will be within some ε±  
bound of the true values .   
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