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Abstract.- Complex information systems have to manage enormous quantity of data, representing 

different measurements or attributes from various sources. Classification of this set of data is a 

difficult task that frequently requires special methods for being solved. The problem of 

classification in information systems has been studied by many authors, and different methods 

have been developed. The use of rough sets, fuzzy logic, neural networks, entropy, or the 

combination of these methods has been used widely. When information is diffuse and the number 

of obtained values for each attribute is large, so is the number of rules obtained for the 

classification. Even worst is hidden information in the data that makes the process complicated. 

Due to this fact, an interval of values is defined for each attribute, moving from the minimum to 

the maximum obtained values in the collected database. This is what is defined as interval-valued 

information systems. Differently from other works, the concept of information measure is used in 

this paper, together with a fuzzy logic discrimination tool. Using these concepts, initially an 

attribute reduction is obtained and then fuzzy logic is applied for discriminating among the 

possible solutions. This method is simpler than others, and provides accuracy not less than the 

usually employed methods. 
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1 Introduction 
When dealing with noisy signals or databases 

which involve variations of parameters Ak in 

the same object or class, it becomes 

mandatory to define intervals of variations 

for each parameter.  As indicated by Y. 

Leung et al. [1], “This interval-valued 

attribute set, obtained by statistical methods 

may have non-empty intersection for distinct 

classes in the universe of discourse.”  For an 

attribute k, where li
k
 and

 
ui

k
 represent the 

minimum and maximum values for class i, 

and lj
k
 and uj

k
 are the corresponding values 

for class j, respectively. The region of 

coincidence or misclassification rate of the 

two attributes may vary from 0 when there is 

not coincidence at all, to 1 when the two 

attributes coincide completely. 

 

In general, the probability that objects in class ui be 

misclassified into class uj according to attribute k 

has been modified from [1] and given by 
 
     αij

k
  ≡ α             

if [li
k
, ui

k
]∩ [lj

k
, uj

k
] = 0         (1) 

and 

      αij
k  

= min{(ui
k − lj

k
, uj

k − li
k
)/(ui

k    − li
k
)},1} 

          if [li
k
, ui

k
]∩ [lj

k
, uj

k
] ≠0          (2) 

 
where α is the permissible misclassification rate 

and αij
k
 is the probability that objects in class Ui are 

misclassified into class Uj for the attribute Ak,.  Note 

that in general αij
k
 ≠  αji

k
. 

 

From the previous result, the maximum mutual 

classification error between classes ui and uj for 

attribute k can be defined as  
 
βij

k
 = max {αij

k
, αji

k
}          (3) 

 
where βij

k
 = βji

k
. 

WSEAS TRANSACTIONS on SYSTEMS and CONTROL Amaury Caballero, Kang Yen, Yechang Fang

ISSN: 1991-8763 735 Issue 9, Volume 5, September 2010



It is logical to think that when these two 

classes coincide for some parameter k, the 

obtained information from this parameter for 

discriminating between classes i and j is 0, 

and this information increases as the 

coincidence diminishes. Using the definition 

of Shannon and Hartley, this information is 

expressed in terms of a logarithmic scale of 

based 10 by 
 

Iij
k
 = − (log βij

k
)   [Hartley]           (4) 

 
Similarly, the minimum information required 

for this classification between classes i and j 

for the attribute k is given by 
 

Iα
k
 = L = − log α [Hartley]    (5) 

 
where α is the permissible misclassification 

error between classes for any attribute. This 

value shall be  defined from  the beginning of  

 

describe a fuzzy set.  

 

The major tasks of fuzzy-based patter classification 

are the extraction of knowledge from numerical 

data and construction of a rule base, which will 

permit the classification of new data members.  One 

way of calculating the similarity is given below [2]:   

 

Let P*(X) be a group of fuzzy sets with Ai ≠ 0, and 

Ai ≠ X.  Defining two fuzzy sets from this family of 

sets, A, B ∈ P*(X), the expression  
 

  )()(),( BABABA ⊕∧•=      (6) 
 
describes the degree of similarity between these two 

sets A and B.  When the approaching degree reaches 

the value of unity, these two sets will have higher 

degree of similarity and it is very difficult to 

differentiate one from another.    On the other hand,        

 

                                                   li
k
                                                               ui

k
                                                                     

 

 

 

 

 

 

 

 

                          

                                  lj
k                                              uj

k  
                              
                                   Figure1. Region of Coincidence of Classes i  and j for the Attribute k 

 
the classification, and should be larger than 

zero.  If Iij
k ≥ Iα

k, then these two classes can 

be differentiated by using the attribute k. 

 

 

2  Fuzzy Sets for Pattern 

    Recognition 
Fuzzy logic, a multi-valued Boolean logic, 

helps describing concepts that are 

commonly encountered in the real world, by 

using linguistic variables.  One of the   basic 

concepts in fuzzy logic is the membership 

function. In general, any function A: X → [0, 

1] can be used as a membership function to 

if its value is closed to zero, it implies that 

the distinction between these two fuzzy sets 

has higher possibility.                                                   
 
For two Gaussian membership functions, 

with means a and b and standard deviations 

σa and σb, the previous expression becomes  
 

2

2

( )
( , ) exp 1

( )a b

a b
A B

σ σ

 − −
= ∧ 

+ 
     (7) 

 
In the case of multi-feature pattern 

recognition, many methods have been 

proposed by researchers.  As indicated by 

Ross [3] the three popular approaches are:  
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(1)  nearest neighbor classifier, 

   (2)   nearest center classifier, and  

   (3)   weighted approaching degree. 

The first two methods are restricted to the 

recognition of crisp singleton data samples. 

The third method is the one used in this 

work. 

 

Defining a new data sample with m fuzzy 

attributes, the approaching degree concept 

can be applied to compare the new data 

pattern  
 

B = {B1, B2, …, Bm} 
 
with some known data pattern.  Each of the 

known patterns Ai is characterized by the 

same m attributes and given by   
 

Ai = {Ai1, Ai2, …, Aim}  
 
where i = 1, 2, …, k describes k-patterns.  

For each of the known k-patterns, the 

approaching degree expression is given by 

1

( , ) ω ( , )
m

j j ij
j

iB A B A
=

= ∑    (8) 

where ωj is a normalizing weighting factor, 

taken unitary in this work. 

 

Then sample B is closest to sample Aj if 

 )},{(max),(
1

i
ki

j ABAB
≤≤

=                 (9) 

The collection of fuzzy sets  
 

B = {B1, B2, …, Bm}  
 
can be reduced to a collection of crisp 

singletons, B = {x1, x2, …, xm} where each 

sample (xi) is a vector of features,  
 

1 2 3{ , , ,..., }i i i i imx x x x=x  
 
and the above mentioned weighted equation 

can be expressed as 
 

1

( ) ω . ( )
m

j jA Ai ij
j

µ µ
=

= ∑x x              (10) 

In the maximum approaching degree, 

sample singleton x, is closest to pattern Aj 

when  
 

1
( ) max{ ( )}

ii k
A Aµ µ

≤ ≤
=x x               (11) 

 

 

3  Method for Classification of 

    Diffuse Datasets 
The proposed method, which differs from 

other methods mentioned above, uses the 

quantity of information obtained from the 

coincidence of two classes. From here, it is 

possible to find the minimal number of 

parameters that permit the classes definition. 

Using the minimum number of attributes 

and the defined rules, it is possible to 

classify any new obtained data in each case. 

This minimum number of attributes is 

defined as the reduct in rough sets theory [3, 

4, 5].  

 

Several authors solve the problem 

combining neural networks and fuzzy logic 

[6], or using the concept of information 

entropy and mutual information [7]. Other 

works present the use of rough sets and 

fuzzy logic together [8, 9,10] or simply 

fuzzy logic [11].   In the paper four 

databases are presented for testing the 

proposed method. The minimization of  

attribute and the rules extraction have been 

performed on each of them using the 

proposed algorithm. 

 

3.1  Example with Interval-Valued 

       Information System I 
The method is introduced using the database 

from Table 1. In each cell has been written 

the minimum and maximum accepted values 

for each parameter and each class [12].  

Here U1, …, Un  are the different classes and 

A1, …,  Am are the attributes. 

 
        Table 1. Interval-valued Information System 
 

 A1 A2 A3 A4 A5 

U1 
4.1; 

4.9 

5.4; 

6.8 

2.2; 

3.6 

3.5; 

4.8 

4.8; 

5.6 

U2 
4.5; 

5.2 

4.9; 

5.4 

3.3; 

4.8 

2.8; 

4.1 

4.0; 

4.7 

U3 
2.1; 

2.8 

3.2; 

4.1 

2.1; 

4.2 

3.5; 

5.6 

3.3; 

5.4 

U4 
3.1; 

5.4 

4.1; 

5.8 

1.9; 

2.8 

2.1; 

4.1 

2.4; 

4.0 

U5 
1.5; 

2.0 

2.9; 

3.8 

2.6; 

3.9 

1.4; 

2.8 

3.1; 

4.8 
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Step 1: Select the value for α and calculate 

the value of L from  L = − log10 α. 

 

In this example, the value of α has been 

selected as 0.1 arbitrarily. So the 

corresponding value of  L is 1. 

 

Step 2: Calculate all the values of Iij
k 

 and 

create Table 2.  

(1) If Iij
k 
≥ L, replace the calculated value by 

the value of L.  Then for each attribute add 

all the values shown in the corresponding 

column. Its sum is recorded in the same 

column of the last row recorded as Σ in the 

table. 

(2) The total number of rows is given from 
 

C2
n = (n)(n-1)/2,  

 
where n is the number of classes. 

 
Table 2. Classification Error between Classes Ui and 

Uj  
 

Iij
k A1 A2 A3 A4 A5 1

m

k

k

ijI
=
∑

 

U12 0.2 0.77 0.68 0.34 1  

U13 1 1 0 0 0.12  

U14 0 0.54 0.17 0.34 1  

U15 1 0.08 0.08 1 1  

U23 1 1 0.22 0.34 0.11  

U24 0 0 1 0 1  

U25 1 1 0.3 0 0  

U34 1 1 0.17 0.52 0.36  

U35 1 0.17 0 1 0.06  

U45 1 1 0.66 0.19 0.25  

Σ 1.2 6.56 3.28 2.73 4.9  

 

Table 2 shows that every row contains at 

least one attribute with the value L = 1. This 

means that all the classes can be uniquely 

discriminated by using proper attributes. 

 

Step 3: If  
1

m

k

k

ijI L
=

<∑  for some calculated rows, 

mark those rows.  

 

This means that classes Ui  and Uj cannot be 

differentiated by the selected attributes. This 

situation does not exist in the current 

example. 

  

Step 4: Check each row containing only one 

L value and select the attribute 

corresponding to this value. If the same 

attribute is repeated in more than one row, 

select it only once. Then mark all the rows 

containing the selected attribute.  If there are 

other rows with the value ”L” go to Step 5. 

If not, move to Step 6.  

 

In Table 2 this occurs with attribute A5 only. 

Rows (U12), (U14), (U15) and (U24) are 

marked. 

 

Step 5: Among the non-selected attributes, 

select the attribute (column) with the value L 

shown in the largest number of rows. If this 

number is the same for more than one 

attribute, then select the attribute with the 

largest values in row  Σ.  Mark all the non-

marked rows containing the selected 

attribute. Repeat Step 5, until no row 

containing the value L is analyzed, then go 

to the following step. If all the rows are 

marked, the selection process is completed 

and the useful attributes are those selected. 

 

In this step, the first selected attribute is A1. 

This is due to the fact that for A1 the value of 

L is shown in rows corresponding to U13, 

U15, U23, U25, U34, U35, and U45.  The total 

number of times shown in the table is 7, 

which is larger than other non-selected 

attributes. The selection of A1 and A5 causes 

all rows in Table 2 marked. So the selection 

process is completed and each class can be 

differentiated from others.   

 

In the above example, a complete 

differentiation can be carried out with 

attributes A1 and A5. The rules developed 

from the above results for differentiation 

among different Ui are: 

 

Rule # 1:  IF A1 ∈  [4.1; 4.9] and A5 ∈  [4.8; 

         5.6], THEN it is U1. 

Rule # 2:  IF A1 ∈ [4.5; 5.2] and A5 ∈ [4.0; 

         4.7], THEN it is U2. 

Rule # 3:  IF A1 ∈ [2.1; 2.8] and A5 ∈ [3.3; 

                                5.4], THEN it is U3. 

Rule # 4:  IF A1 ∈ [3.1; 5.4] and A5 ∈ [2.4; 

                                4.0], THEN it is U4. 
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Rule # 5:  IF A1 ∈ [1.5; 2.0] and A5 ∈ [3.1; 

          4.8] THEN it is U5. 

 

In order to have a complete classification, it 

is necessary to formulate one rule for each 

class. 

 

In the following, another database will be 

utilized to show that not all the classes can 

be completely differentiated from the given 

set of attributes. 

 

3.2 Example 2 with Iris Database 
The original database was presented by R. 

Fisher [12], and has been adopted in several 

papers [10, 13].  Table 3 shows the results 

after a proper elaboration of the original 

database.  

 
Table 3. Iris Database and Attributes for Each Class 
 
  Attribute                  Setosa 

 xav σ Min Max 

SL 5.0 0.35 4.3 5.8 

SW 3.42 0.38 2.3 4.4 

PL 1.45 0.11 1.0 1.9 

PW 0.24 0.11 0.1 0.6 

Attribute            Versicolor 

 xav σ Min Max 

SL 5.94 0.52 4.9 7.0 

SW 2.77 0.31 2.0 3.4 

PL 4.26 0.47 3.0 5.1 

PW 1.33 0.20 1.0 1.8 

Attribute             Virginica 

 xav σ Min Max 

SL 6.59 0.64 4.9  7.9 

SW 2.91 0.32 2.2 3.8 

PL 5.55 0.55 4.5 6.9 

PW 2.03 0.27 1.4 2.5 

 

The three classes to be differentiated are 

U1−Setosa, U2−Versicolor and U3−Virginica 

and the parameters taken into consideration 

are: A1: SL-sepal length, A2: SW-sepal 

width, A3: PL-petal length, and  A4: PW-

petal width.  In this example the value of α 

has been selected as 0.2 and the 

corresponding value for L is  0.7 Hartley. 

 

After completing Steps 1-5, rows U12  and 

U13 in Table 4 are marked and the selected 

attribute is A3.  This attribute permits to 

differentiate  U1 (Setosa) from the other two. 

From it, the following rule can be extracted: 

 

Rule # 1:  IF A3 ∈ [1; 1.9],  

                                THEN it is U1 – Setosa. 

 

There are still non-marked rows, so let’s 

move to the next step. 

 
Table 4. Classification Error between Classes Ui and 

Uj, for Iris Database  
 

Iij
k   A1    A2   A3   A4 

1

m

k

k

ijI
=
∑  

U12 0.22 0.11 0.7 0.7  

U13 0.22 0.03 0.7 0.7  

U23 0.0 0.06 0.54 0.31 0.91 

Σ 0.44 0.20 1.94 1.71  

 

Step 6: Select the value with maximum Iij
k
 

on the first non-marked row. If the 

corresponding attribute has not been 

selected, select it and look for the next 

maximum Iij
k
 in the same row. Add them 

together and check whether the result 

satisfies Σ Iij
k
 ≥  L. If not, repeat the process 

with other attributes in the same row until 

the indicated condition is met. Mark this 

row. All the new selected attributes will be 

included in the final selection. Move to the 

next non-marked row until all the rows have 

been analyzed. 

 

For this case, following Step 6, on the third 

row the attribute with maximum Iij
k is A3 

(0.54 < 0.7). The next is A4 (0.31 < 0.7), 

then we calculate Σ Iij
k
 = I23

3
 + I23

4
 = 0.85 > 

0.7. Since A3 has already been selected, the 

only attribute selected in this Step is A4. 

Different from the previous example, the 

discrimination between U2 and U3 cannot be 

uniquely defined due to the fact that each 

attribute does not provide enough 

information for the differentiation. Another  

rule for this case could be 
 
Rule # 2: IF A3 ∈  [3.0, 6.] and A4 ∈  [1.0, 

    2.5], THEN it can be U2– 

    Versicolor or U3 –Virginica. 
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From the above rule the discrimination 

between Versicolor and Virginica is not 

possible at this point, so it is necessary to 

move to the next step. 

 

From the above, rule the discrimination 

between Versicolor and Virginica is not 

possible at this point, so it will be necessary 

to move to the following step. 

 

The same results can be obtained using 

rough sets [10].  For a given permissible 

misclassification rate α∈ [0, 1] and an 

attribute subset B⊆  A, a binary relation on 

U is defined by  
 

    {( , ) | , }k
B i j ij kR u u U U a Bα β α= ∈ × > ∀ ∈  

 
The errors that objects in class ui being 

misclassified into class uj in the system are 

defined as αij = min{αij
k
: k ≤  m} and are 

given in Table 5. 

 
Table 5. Misclassification Error of Object ui  into uj 

 

 α ij   U1   U2  U3 

 U1 1 0 0 

 U2 0 1 0.25 

 U3 0 0.29 1 

 

The maximal mutual classification error 

between classes is defined by  
 

βij
k = max{αij

k, αji
k} 

  
In the present example is given by: 
 
   β12

1
 = 0.6       β13

1 
 =  0.6      β23

1
  = 1 

   β12
2
 = 0.78     β13

2
  =  0.94    β23

2 
 = 0.86 

   β12
3 = 0          β13

3  =  0         β23
3 = 0.29 

   β12
4
 = 0          β13

4
  =  0         β23

4
 = 0.5 

 
If α = 0.2, the permissible misclassification 

rate for this example is shown in Table 6. 

 
Table 6. Permissible Misclassification Rate between 

              Classes ui and uj 
           

  βij   U1   U2   U3 

 U1 1 0 0 

 U2 0 1 0.29 

 U3 0 0.29 1 

 

The matrix for the α-Tolerance relations can 

be fund as  

0.2

100

011

011

AR

 
 =  
  

 

where all βij> α  From this matrix, it is clear 

that object u1-Setosa can be uniquely 

determined from the given attributes, but 

objects u2-Versicolor and u3-Virginica may 

not be separated. This situation can be 

expressed by  
 

 SA
0.2(u1) = {u1}  

and  

              SA
0.2

(u2) =  SA
0.2

(u3) = {u2, u3} 
 
where SA

0.2
(u) denotes that these are the sets 

of objects which are possible indiscernible  

by A within u with the misclassification rate 

α = 0.2.  From the previous results, the 0.2-

discernibility set is given 1n Table 7. 

 
Table 7. Discernibility Set 
 

    U1     U2     U3 

  U1    

  U2 a3, a4   

  U3 a3, a4   

 

The obtained functions are f1
0.2 = a3 ∨  a4 

and  f2
0.2

 = a3 ∨  a4.  Using rough sets, we 

have demonstrated that the important 

attributes for the classification are a3: PL-

petal length and a4:  PW-petal width. 

 

From the above results, the following rules 

can be extracted: 
 
  R(U1):  IF a3 ∈ [1, 1.9] or a4 ∈ [0.1, 0.6], 

                   THEN it is u1 – Setosa. 

R(U2):  IF a3 ∈ [3.0, 5.1] or a4 ∈ [1.0, 1.8], 

         THEN it can be u2–Versicolor 

                  or u3 –Virginica. 

R(U3):  If  a3 ∈ [4.5, 6.9] or a4 ∈ [1.4, 2.5], 

                   THEN it can be u2 – Versicolor 

                   or  u3 – Virginica. 
 
As can be noted, the results are equivalents 

using both methods. 

 

Step 7: Apply Fuzzy Logic. Construct a 

membership function for each selected 

attribute for each class [14]. Evaluate the 

obtained attribute for each class using these 
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membership functions and applying 

equation (10).  

For differentiating between versicolor and 

virginica, the table presented in [10] was 

used as the database.  The first 40 rows in 

the original database are used as training 

instances and the last 10, the testing 

instances.  Gaussian function has been used 

as the membership function of each attribute 

of the training instances, and the singleton 

value as the average value for each testing 

attribute.  Table 8 presents the mean and 

standard deviation values for the training 

data, and Table 9, the mean value for the 

testing data 

   
Table 8. Mean and Standard Deviation for 40 Training 

Data 
 
    Attributes   Versicolor    Virginica 

   xav    σ   xav    σ 

        SL 6.01 0.523 6.62 0.68 

        SW 2.78 0.33 2.96 0.34 

        PL 4.32 0.45 5.61 0.59 

        PW 1.35 0.21 1.99 0.27 

 
Table 9. Mean Value for 10 Testing Data 
 
     Attributes    Versicolor    Virginica 

          xav          xav 

       SL        5.64       6.45 

       SW        2.73       3.03 

       PL        4.03       5.33 

       PW        1.23       2.17 

 
 The approaching degree between the testing 

and training data is shown in Table 10. As 

can be seen from this table, for Versicolor 

testing data, the degree of similarity reaches 

the maximum of 0.9773 with Versicolor 

training instances, and for Virginica testing 

data the maximum of 0.9585 is obtained 

with Virginica testing instances. These 

results confirm that the method works 

properly. 

 

 

 

 

 

 

 
Table 10. Approaching Degree between Testing and 

Training Data 
 

 Attributes 

  Testing Versicolor 

– 

  Training Versicolor

 Testing Versicolor 

– 

 Training Virginica 

    SL           0.4614          0.1253 

    SW           0.9773          0.6328 

    PL           0.6601          0.0070 

    PW           0.7214          0.0040 

   Testing Virginica 

−−−− 
 Training Virginica  

 Testing Virginica 

−−−− 
Training Versicolor 

    SL           0.9394          0.4927 

    SW           0.9585          0.5633 

    PL           0.7983          0.0065 

    PW           0.6412          0 

 

3.3 Example with Interval-Valued 

      Information System II 
The interval-valued information system 

presented by Y. Leung et al. is partially 

presented in Table 11, showing the first five 

classes only. 

 
Table 11. Interval-Valued Information System II 
 

 A1 A2 A3 A4 A5 

  U1 
2.17; 

2.86 

2.45; 

2.96 

5.32; 

7.23 

3.21; 

3.95 

2.54; 

3.12 

  U2 
3.37; 

4.75 

3.43; 

4.85 

7.24; 

10.47 

4.00; 

5.77 

3.24; 

4.70 

  U3 
1.83; 

2.70 

1.78; 

2.98 

7.23; 

10.27 

2.96; 

4.07 

2.06; 

2.79 

  U4 
1.35; 

2.12 

1.42; 

2.09 

2.59; 

3.93 

1.87; 

2.62 

1.67; 

2.32 

 U5 
3.46; 

5.35 

3.37; 

5.11 

6.37; 

10.28 

3.76; 

5.70 

3.41; 

5.28 

 

As per Step 1, using α = 0.2 (Iα = 0.7),  the 

results are shown in Table 12. In this table, 

from Step 2, it is obtained that classes U2 

and U5 cannot be discriminated.  Step 3 

gives on the second row the attribute A3, 

which is selected. 

 
Table 12. Classification Error between Classes Ui and 

Uj  
 

Iij
k A1  A2 A3 A4 A5 

1

m

k

k

ijI
=
∑  

U12 0.7 0.7 0.7 0.7 0.7 
 

U13 0.11 0 0.7 0 0.37 
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   U14 0.7 0.7 0.7 0.7 0.7 
 

Applying Step 4, the first selected attribute 

is A5. Rows U12, U14, U15, U23, U24, U35, and 

U45 result marked. The only non-marked 

row is U34.  The selected attributes are A3 

and A5. The following rules could be 

proposed: 

 

Rule # 1: IF A3 ∈  [5.32; 7.23] and A5 ∈ 

                         [2.54; 3.12], THEN it is U1. 

Rule # 1: IF A3 ∈  [5.32; 7.23] and A5 ∈  

                         [2.54; 3.12], THEN it is U1. 

Rule # 2: IF A3 ∈  [7.23; 10.27] and A5 ∈  

                         [2.06; 2.79], THEN it is U3. 

Rule # 3: IF A3 ∈  [2.59; 3.93] and A5 ∈ 

                          
The above results show that it is not possible 

to discriminate between classes 2 and 5, 

because adding the information given by all 

the attributes, the obtained information is  
smaller than the necessary for the accepted 

mutual classification error. 

 

3.4 Example with Abalone Database. 
This database [15] has been created to 

predict the age of abalone from physical 

measurements. Here it is used only as an 

example, and the obtained conclusions do 

not necessarily reflect all the possibilities 

that could be obtained in the classification. 

 

The authors randomly selected 150 entries 

from the database and divided them into 

three groups: Group I, from 6 to 10 years 

old, Group II, from 11 to 15 years old, and 

Group III, from16 to 20 years old. The 

attributes are as follows: A-Length, B- 

Diameter, C-Height, D-Whole Weight, E- 

Shucked Weight, F-Viscera Weight, and G- 

Shell Weight.  he elaborated information is 

presented in Table 13. 

 

Table 13. Attributes foe Each Class 
 
  Attribute             Group I 

   xav    σ Min Max 

A 0.46 0.09 0.27 0.59 

B 0.37 0.06 0.2 0.47 

C 0.12 0.02 0.07 0.18 

D 0.54 0.24 0.12 1.06 

E 0.22 0.37 0.05 0.49 

F 0.12 0.06 0.03 0.27 

G 0.17 0.07 0.07 0.34 

    Attribute             Group II 

     xav    σ Min Max 

A 0.57 0.06 0.38 0.72 

B 0.46 0.05 0.31 1.06 

C 0.16 0.03 0.10 0.24 

D 1.04 0.37 0.28 2.55 

E 0.41 0.15 0.11 1.07 

F 0.23 0.08 0.07 0.54 

G 0.32 0.12 0.10 0.76 

   Attribute             Group III 

    xav   σ Min Max 

A 0.62 0.05 0.54 0.74 

B 0.50 0.04 0.42 0.58 

C 0.19 0.02 0.16 0.24 

D 1.43 0.41 0.94 2.50 

E 0.53 0.25 0.35 0.93 

F 0.29 0.08 0.17 0.49 

G 0.47 0.15 0.27 0.78 

 
Table 14 shows the maximum mutual 

classification error between classes in 

logarithmic form.  It is clear that it is not 

possible to discriminate between groups II 

and III, using the given attributes (
1

m

k

k

ijI Iα
=

<∑ ) 

and error of misclassification α = 0.2. It is 

possible to discriminate between groups I 

and III, using attributes D or A. Finally, 

there is a possibility of discriminating 

between Goups I and II, using fuzzy logic 

and practically all the attributes. But, in 

general as per the obtained results in the 

example, the conclusion could be that the 

selected attributes in this case are not useful 

for determining the abalone age, using 

intervals of 5 years. As per Table 14, the 

discrimination between all the selected 
classes can be done with an error of 0.9, 

which is in general not acceptable. 

 

Table 14.   Classification Error for Abalone 

                   Database 
 

       Iij
k
    U12   U13 U23 Σ 

A 0.18 0.7 0.05 0.23 

B 0.23 0.51 0.0 0.74 

C 0.14 0.6 0.0 0.74 

D 0.08 0.7 0.0 0.08 
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E 0.07 0.06 0.0 0.13 

F 0.07 0.07 0.0 0.14 

G 0.05 0.58 0.04 0.68 

1

m

k

k

ijI
=
∑  

0.82  0.09  

 

Conclusions 

A method has been proposed for the 

attribute reduction and classification using 

the concept of information (or loss of 

information) together with fuzzy logic in 

interval-valued information systems. Several 

databases have been selected for introducing 

the method to discriminate between classes. 

The values of misclassification error 

selected by other researchers are also chosen 

in this study to representing in this paper to 

include the uncertainty in the differentiation 

between two classes. One of the advantages 

of the method is that from it we can easily 

determine how far the solution is for each 

established misclassification error, as well as 

finding the reduct in a simple way. Another 

advantage is that it is easily seen from the 

table whether it is possible to discriminate 

between any two classes or not.                                                                                                          

                                                                                                         
Four examples have been solved by the 

proposed method. In the first one, it is 

necessary to use more than one attribute to 

differentiate between any two classes due to 

the fact that only one attribute is not enough 

to discriminate all classes, but the results are 

uniquely obtained applying steps 1 through 

5.  

 

The second example shows a situation, in 

where it is not possible uniquely to 

discriminate between those two classes.  The 

is because in the third row of Table 4 we 

have(U23), Iij
k
 < Iα, ∀ k.  And the application 

of steps 6 and 7 is mandatory. 

 

In the third example, we show that it is not 

possible to discriminate between classes 2 

and 5. This is due to by adding the 

information given by all the attributes, the 

obtained information is smaller than the 

necessary for the accepted mutual 

classification error. 

 

The last database demonstrates that the 

discrimination between the second and third 

classes is not possible. However, 

Discrimination between classes U1 and U3 is 

possible by using attributes D or A. For the 

discrimination between classes I and II, it 

becomes necessary to include practically all 

the attributes and to use fuzzy logic. From 

this fact it is reasonably to conclude that it is 

not possible to discriminate the abalone age 

based on the given information in the 

database. 
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