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Abstract: This paper presents a Particle Swarm Optimization (PSO) based Model Predictive Control (MPC)
scheme applied to Automatic Generation Control (AGC) systems. The proposed scheme formulates the MPC
as an optimization problem and PSO is used to find its solution. Single area AGC model is taken incorporating
Generation Rate Constraint (GRC) nonlinearities and constraints on the control input. Two interconnected area
AGC system excluding nonlinearity is also studied. The simulation results draw several comparisons to preceding
literature showing significant improvements and signifying the strengths of the proposed MPC scheme. Further-
more, performance of controller is also explored for varying power demands, different GRC values and parameter
variations.
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1 Introduction
Automatic Generation Control (AGC) has been one
of the most important subjects for power systems en-
gineers for decades as it is essential to maintain good
quality and reliable electric power systems to the con-
sumers. The main objectives of AGC for a power sys-
tem includes Ensuring zero steady-state errors for fre-
quency deviations, minimizing unscheduled tie line
power flows between neighboring control areas, and
minimizing the effect of load disturbances.

Today’s large scale power systems are composed
of interconnected subsystems or control areas in
which the frequency of the generated power has to
be kept constant. These subsystems are connected via
tie-lines or HVDC links making distinct control areas.
Each area has one or more generators and is responsi-
ble for its own loads as well as scheduled interchanges
with neighboring areas. However, loading in power
systems is never constant and changes in load result
in changes in system frequency.

AGC has undergone extensive investigation be-
cause load frequency is such an important function
of power system operation. A large portion of the
study has considered linear AGC problems only. One
of the earliest studies is by Cavin, which considers
the AGC problem from an optimal stochastic con-
trol point of view [7]. The application of this tech-
nique resulted in improved transient response of the
power and frequency deviations. However, this re-

quired the implementation of a fifth-order filter and
was quite complex. A simpler technique based on
PI optimal regulator is given in [6]. Other methods
of classical control were also applied to LFC. How-
ever, with these methods, the dynamic performance
was poor, especially with nonlinearities or parame-
ter variations. Suboptimal control techniques have
also been developed due to practical limitations of the
optimal techniques [26], [9]. Early adaptive control
techniques include those, as well as the PI adaptation
technique given by Pan and Liaw [17]. It considers
the plant parameter changes and instead of using an
explicit parameter identification, the controller only
used the available information of states and outputs
fed back to it. Good results were obtained even with
this reduced order plant model and the performance
was somewhat insensitive to parameter variations and
generation rate constant nonlinearity. Liaw has also
presented a reduced order adaptive AGC technique
for interconnected hydrothermal power system [16].
An adaptive decentralize AGC scheme for multi-area
power systems is given by Zribi et al that guarantees
very small fluctuations [32]. Another important tech-
nique applied to AGC has been the use of Variable
Structure Control (VSC) [2], [4], [10]. Other schemes
using GA have been also promoted in the literature,
for example, GA and LMI based Robust LFC given in
[21].

Although good linear control of multiarea load
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frequency has been achieved by several researchers,
these designs will not work properly in practice due
to the real nonlinear nature of AGC systems. There-
fore, consideration of nonlinearities in the models of
AGC is very important. One of the main type of non-
linearities is the Generation Rate Constraint (GRC).
This is the constraint on the power generation rate of
the turbine and due to it the disturbance in one area af-
fects the output frequency in other interconnected ar-
eas. The Governor Dead Band (GDB) is also another
type of nonlinearity in the LFC systems [28].

For nonlinear system models of LFC, a Ricatti-
based optimal technique is proposed by Wang [29].
The controller design is based on optimization of a
Ricatti-equation. The results show large variations
in frequency and power output and the system states
take a long time to settle to steady state values. Us-
ing the proposed technique, these important problems
will be tackled. Adaptive control provided a better
control of the AGC problem, especially with the pres-
ence of nonlinearities and parameter variations [22],
[1]. However, implementation limitations hamper its
popularity. Velusami used decentralized biased dual
mode controllers with for AGC nonlinearities [28].
The results showed good closed loop stability with
high quality responses of the system for both steady
and transient states while being less sensitive to pa-
rameter variations. Thus it appears that adaptive and
decentralized control techniques for AGC give better
results compared to conventional schemes.

For the past decade, researchers have focused on
intelligent control schemes for nonlinear LFC as well.
Birch gives an enhanced neural network LFC tech-
nique for the power system in England and Wales [5].
The NN approach has several advantages of conven-
tional approaches, as the controller is able to perform
well in case of parameter variations and time variance
of the system, resulting in effective and robust con-
trol. However, the drawback is that the bulky neural
network has to be trained offline and is not suitable
for full closed loop control. It also has to be retrained
in the case of system changes. ANN techniques for
LFC systems are not uncommon, for example [23].
Shayeghi has also given anH∞ based robust ANN
LFC scheme [24]. Other ANN based techniques are
given in good detail in the survey [25].

It is worthwhile to mention that none of the pre-
vious work on nonlinear AGC has handled the system
constraints in the controller design process. Model
predictive control (MPC) is a well-known control
methodology that can easily incorporate and handle
nonlinearities and constraints in the controller design.
Although it has been extensively used in process con-
trol such as in [12] and as listed in [11], limited ap-
plications in power systems have been reported, for

example [15] and [27]. Recently, a new particle
swarm based (PSO) based MPC controller is proposed
in [31]. In this paper, the PSO-based MPC design
method is applied multiarea nonlinear AGC system.
The proposed approach will handle the nonlinearities
and constraints in the AGC system in a structured way
in the controller design process. This will give ob-
vious advantages with regards to optimal control and
constraints handling.

The paper is organized as follows: First the non-
linear AGC model is presented in Section 2, followed
by an introduction to the proposed controller in Sec-
tion 3. Section 4 gives simulation results and compar-
isons with previous work on AGC. Single area cases
excluding and including GRC nonlinearities and two
interconnected area cases excluding GRC nonlineari-
ties are taken. Finally, conclusions are derived in Sec-
tion 5.

2 Model of Automatic Generation
Control System

The block diagram of an AGC system is given in Fig-
ure 1 as in [29] and the states of the system are:

Ẋ =
[

∆ḟi(t)∆Ṗgi(t)∆Ẋgi(t)∆Ṗci(t)∆Ṗti(t)
]T

(1)

The definitions of the symbols used in the model
are as follows:

fi : area frequency inith area (Hz)
Pgi : generator output forith area (p.u. MW)
Xgi : governor valve position forith area (p.u.

MW)
Pci : integral control value forith area (p.u. MW)
Pti : tie line power output forith area (p.u. MW)
Pti : load disturbance forith area (p.u. MW)
Tgi : governor time constant forith area (s)
Tpi : plant model time constant forith area (s)
Tti : turbine time constant forith area (s)
Kgi : plant transfer function gain forith area
Ri : speed regulation due to governor action for

ith area (Hz p.u.MW−1)
Bi : frequency bias constant forith area (p.u. MW

Hz−1)
aij : ratio between the base values of areasi andj
The numerical values of these parameters are

given in Section 4. The control objective of AGC is to
keep the change in frequency,∆fi(t) = x1(t) as close
to 0 as possible in the presence of load disturbance,
di(t) by the manipulation of the input,ui(t). The de-
tailed model of the system along with the values of
state matrices can be found in [30].
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Figure1: Block diagram of nth area AGC with GRC nonlinearities

3 Controller Structure

This section gives the basic structure of the proposed
MPC-PSO controller.

3.1 Model Predictive Control

It is recognized that linear control is not able to ac-
curately control nonlinear processes and MPC is one
of the most successful nonlinear control methodolo-
gies available today. Its main advantages are that it
is able to systematically and directly handle process
constraints during the controller design and can incor-
porate any cost function and process model. Its versa-
tility is further enhanced by its ability to integrate with
any optimization technique, for example PSO in this
case. A good review of MPC can be found in [20].

Consider a discrete-time space with a sampling
periodT. The input and output of every system in this
space will be denoted byu[k] := u(kT ) andy[k] :=
y(kT ) respectively, where k is an integer from−∞ to
+∞. Any nonlinear lumped system in this space can
be described by the following sets of equations:

x(k + 1) = h(x(k), u(k), k) (2)

y(k + 1) = f(x(k), u(k), k) (3)

Whereh and f are nonlinear functions of control in-
put, u(k) ε uopt ε <nu , system states,x(k) ε <nx , and
process output,y(k) ε <ny which are given at every
time instant,k.

The future outputs of the system are determined
for a finite period called the Prediction Horizon,Hp.
These predicted outputs, denoted byŷ = [ŷ(k +
1), ŷ(k + 2), ..., ŷ(k + Hp)]T are dependent on the
future control moves given byu = [u(k), u(k +
1), ..., u(k + Hp − 1)]T which are calculated by the
optimization of a cost function,J. The objective is to
keep the process as closed as possible to the reference

trajectory,w = [w(k+1), w(k+2), ..., w(k+Hp)]T .
A generalized cost function is given as:

J =

Hp∑
i=1

e(k + i)T Qe(k + i) +

Hc∑
i=1

∆u(k + i)T R∆u(k + i)

+
Hp∑

i=1

u(k + i)T Su(k + i) (4)

whereHc is the control horizon ande is the error be-
tween the desired output and the predicted output.

e = w(k)− ŷ(k) (5)

Q,RandSare the weighting matrices and penalize the
error e, control effortu, and change in control effort
∆u respectively. Their values are assigned according
to the process model and constraints.

Figure 2 shows the behavior of predicted output
and input over one such horizon.

Figure2: Predicted output and the corresponding op-
timal input over a horizonHp.
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Whenthecontroller output sequence,u(k) is ob-
tained for controlling the process in the nextHp sam-
ples, only the first element ofu(k) is used to control
the process instead of the complete controller output
sequence. At the next sample,k+1, the method is re-
peated using the latest measured information.

This is called thereceding horizonprinciple and it
is described more in [11]. Assuming that there are no
disturbances or modeling errors, the predicted process
output,ŷ(k + 1) is exactly equal to the actual process
output. The reason of using the receding horizon tech-
nique is that it allows for the compensation of future
disturbances or modeling errors.

The structure of the control technique proposed
here can be seen in Figure 3. The minimization ofJ is
done by PSO which is described in Section 3.2.

Figure3: Structure of Proposed MPC-PSO Controller

The MPC algorithm can be summarily described
to generally have the following three steps as in [20].

1. Explicit use of a model to predict the process
output along a future time horizon (Prediction Hori-
zon,Hp)

2. Calculation of a control sequence along a fu-
ture time horizon (Control Horizon,Hc), to optimize
a performance index.

3. A receding horizonstrategy, so that at each
instant the horizon is moved towards the future which
involves the application of the first control signal of
the sequence calculated at each step.

3.2 Particle Swarm Optimization
PSO is one of the best known and widely used opti-
mization methods. It was introduced by Eberhart &
Kennedy [14] and incorporates three important prop-
erties of human or animal social behavior, which are
evaluation, comparison, and imitation. Compared to
other Evolutionary Algorithms (EAs), PSO is a more
robust and faster algorithm that can solve nonlinear,
non-differentiable, multi-modal problems which in-
volve minimization of a objective function. This func-

tion will give the optimal control signals to the pro-
posed controller.

Since PSO can generate a high-quality solution
quickly with most stable convergence characteristics,
it has been effective in solving problems to a wide va-
riety of scientific fields as in and abundant literature is
available on it. Kennedy gives details on how to avoid
bad practices while using the PSO algorithm for ef-
fective use [13]. The details of PSO can be studied in
the various sources cited in this paragraph.

3.3 Proposed MPC-PSO Method Summary

3.3.1 Controller Objective

Given a linear or nonlinear plant, the controller objec-
tive is to construct the PSO based predictive controller
such that it searches for the optimal control signals
and minimizes the error in the minimum time using
minimum effort in the presence of disturbances and
constraints.

3.3.2 Algorithm Implementation

The algorithm is implemented as follows:
1. Initialize particles at the start by assigning

them random values.
2. Generate set of inputs for the process and apply

to the model.
3. Evaluate cost function based on the model’s

output.
4. Evaluate fitness function, which is the inverse

of cost function:fitness= 1/|J |
5. Based on fitness, find optimal input sequence

consisting of physical control moves or signals using
PSO.

6. Update particles with these values and apply
them to the model again, repeating a certain number
of times.

7. Apply the first optimal control signal to the
system and repeat these steps for next samples.

The number of particles represent the prediction
horizon,Hp and it is taken as 5. The swarm size is 50
and the number of iterations of the swarm per sample
is 500, which ensures that the swarm converges to an
optimal solution. The PSO parameters,c1 andc2 are
both set at 2.04 after several trials. A time varying
weighting factor is used that varies from 0.4 to 0.9 as
the swarm progresses in the solution space.

4 MPC-PSO for Automatic Genera-
tion Control

In this section, the simulation results for the applica-
tion of the proposed technique on single and two area
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Figure4: Case I A - Disturbance and Frequency Devia-
tion for Designs 1-3
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Figure5: Change in Generated Power for Designs 1-3

AGC systems are given.

4.1 Part I - Performance of Single Area AGC
Excluding GRC Nonlinearities

First, the single area AGC system excluding the GRC
nonlinearity is studied. The system parameters are
computed using the following values:

Ts = 20s,Kp = 120 Hz p.u.MW−1, Tt = 0.3s,K
= 0.6 p.u.MW−1 rad−1, Tg = 0.08s,R = 2.4 Hz p.u.
MW−1

The system is given a step change of 0.3 p.u. Nat-
urally, this change in load will demand the system to
adjust its power output by the same amount. This will
change the load frequency which needs to be mini-
mized and brought to zero as soon as possible while
obeying the constraints of the system and control ef-
fort. The cost function for the single area case is taken

as:

J =
Hp∑

i=1

∆f1(t)2 + ∆P 2
g1

4.1.1 Case A - System Under Constant Distur-
bance and Different Constraints on∆u

The behavior of the system is studied under three con-
ditions. In all these, the limits of the control signal are
imposed to be,

−0.2 ≤ u ≤ 0.2

These conditions are designed on the basis of con-
straints on the control effort as:

• Design 1 - No constraint on change in the control
effort between samples, i.e.∆u is unconstrained.

• Design 2 -∆u≤ 0.1. This means that the control
effort cannot change by more than 50% between
samples.

• Design 3 -∆u ≤ 0.05. This means that the con-
trol effort cannot change by more than 25% be-
tween samples.

Figure 4 shows the disturbance of 0.3 p.u. ap-
plied to the system and the corresponding frequency
deviation observed. It is observed that the distur-
bance causes the least frequency deviation for the case
when the control effort is unconstrained between sam-
ples. The reason is obvious. The frequency deviates
to a maximum value of -0.02 p.u. For the case of
constrained∆u, the frequency deviation is relatively
large, up to a value of 0.03 p.u. However, it is also
observed that for the case of unconstrained∆u, the
change in generated power is larger than the case with
constrained∆u as shown in Figure 5. This means that
to change the output power with respect to the load
disturbance, there momentarily is an overshoot going
up to 0.07 p.u. which for the case of constrained∆u is
only up to 0.05. After this value, the generated power
steadily drops to the required 0.03 p.u. value. Same
is true for the small undershoot. Understandably, it
takes more time to achieve the results in the case of
constrained∆u.

4.1.2 Case B - System Under Varying Distur-
bance

To study the robustness of the proposed controller for
the case of varying load disturbances, a load distur-
bance seen in Figure 6 is applied. The load is simu-
lated to vary from a disturbance of 0 p.u. to 0.03 p.u.,
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Figure6: Case I B - Varying Disturbance and Frequency
Deviation

going up to 0.05 p.u. and then becoming 0 p.u. again.
This effect of the varying load is on the load frequency
is also seen in this figure. It is seen that the load fre-
quency varies most when the disturbance varies most.
When the disturbance varies from 0.05 p.u. to 0, the
load frequency varies maximum for the case of con-
troller with constrained∆u, going up to a maximum
frequency disturbance of 0.05 p.u. and 0.045 p.u. for
the case of unconstrained∆u. The corresponding be-
havior of the change in generated power is seen in the
Figure 7. It is seen that the change in generated power
follows the load disturbance meaning that the system
can supply the load its power demand. The power gen-
erated changes most when the disturbance is largest.
Also, the trade off seen in the previous results is also
apparent here, that the change in generated power is
more for the case of unconstrained∆u, however the
frequency deviation is large and vice versa for the case
of constrained∆u. It is also seen that the change in
generated power takes a few more instances to arrive
at the steady state for the case of constrained∆u. This
behavior is in line with the observations of the previ-
ous case as well.

4.2 Part II - Performance of Single Area
AGC Including GRC Nonlinearities

Now, the GRC nonlinearities are included. They ap-
pear in the system in the form of saturation of states
and are illustrated in Figure 1.

The constraint on the control signal is:
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Figure7: Varying Disturbance and Change in Generated
Power

4.3 Case A - System with GRC=0.0017 p.u.
MW sec−1
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Figure8: Case II A - Frequency Deviation for GRC =
0.0017

The system is tested for a GRC value of 0.1 p.u.
MW min−1 = 0.0017 p.u.MW sec−1, as done in
previous work by Al-Musabi [3] and Wang [29]. This
means that the generated power output of the system
cannot vary by more than 0.0017 p.u. MW in 1 sec-
ond. A disturbance of 0.01 p.u. is present in the sys-
tem. The proposed controller is applied to the system
with this nonlinearity.

The results of this test can be seen in Figures 8
and 9. It is seen that the proposed technique preforms
much better than that Riccati-based optimal load fre-
quency controller proposed by [29]. Comparing with
the PSO-VSC technique given by [3], the settling time
of the system is same, however there is lesser under-
shoot in frequency deviation. It can be seen in Figure
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Figure9: Generated Power Output for GRC = 0.0017

8, that the maximum frequency deviation of the sys-
tem using the proposed technique is lesser than the
previous work for this value of GRC.
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Figure10: Case II B - Frequency Deviation for Vary-
ing GRC

4.4 Case B - System Comparison with Differ-
ent GRC Values

A range of benchmark GRC values are applied and the
system is tested for three cases. The values of GRC
selected to be are 0.0017, 0.005 and 0.01. These GRC
values are practical values and are dependent on the
model and specifications of the power generation unit
(turbine). All other parameters and control variables
are same.

The results are seen in Figures 10 and 11. It is
clear that the frequency deviation and the change in
generated power is most for the case when the GRC
is the smallest. The frequency deviates by as much
as 0.152 Hz in this case and becomes 0 only after 19
seconds. The maximum value of the change in gener-
ated power is different in each case. It is 0.014, 0.016
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Figure11: Generated Power Output for Varying GRC

and 0.017 for the cases when GRC is 0.01, 0.005 and
0.0017 respectively. When the GRC is smallest at
0.0017 p.u., it takes longest, i.e. 20s for the system
to provide the steady demand power of 0.01 p.u. MW.
For the cases of GRC 0.01 and 0.005, it took 5 and 8
seconds respectively.

From the behavior of the control inputs, it was
observed that they vary till the time it takes for the
system to reach the required steady states, after which
they take their steady states. It was also observed that
the cost is also the most for the case of smallest GRC
and least for the case with the largest.

4.5 Case C - System with GRC=0.01 p.u.
MW sec−1 and Varying Disturbance

Another challenging test for the AGC system is
through varying the load disturbance. A varying load
disturbance, as seen in Figure 13 is applied to the sin-
gle area system with GRC = 0.01 p.u.MW sec−1.
The load disturbance is 0.01 p.u. at the start and then
changes to 0.02 and 0.03 p.u., and finally becomes
0.015 p.u. The dynamics of the frequency deviation
and change in generated power are seen in Figures 12
and 13 respectively. It is seen that the frequency devi-
ates by 0.033 p.u. every time am incremental distur-
bance of 0.01 p.u. is given at the load. The frequency
deviation is maximum at 0.07 p.u. when the load dis-
turbance changes by 0.015 p.u. at 60s. The generated
power from the system fulfills the load demand in all
cases as seen from Figure 13.

4.6 Case D - System with GRC=0.01 p.u.
MW sec−1 and Parameter Variations

A challenging case involving two parts is considered
here:

• 25% parameter variations in the system due to
severe disturbances or modeling errors

WSEAS TRANSACTIONS on SYSTEMS and CONTROL
Muhammad S. Yousuf, Hussain N. 
Al-Duwaish, Zakariya M. Al-Hamouz

ISSN: 1991-8763 683 Issue 8, Volume 5, August 2010



0 10 20 30 40 50 60 70 80 90 100
−0.04

−0.02

0

0.02

0.04

0.06

0.08

Time (sec)

F
re

qu
en

cy
 D

ev
ia

tio
n

Figure12: Case II C - Frequency Deviation for Vary-
ing Disturbance
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Figure13: Applied Varying Disturbance and Gener-
ated Power Output

• GRC nonlinearity of 0.01 p.u.MW sec−1 ap-
plied on two states,x2 andx4

The corresponding values of A, B & F are:

A =




−0.0665 8 0 0
0 −3.663 3.663 0

−6.86 0 −13.736 −13.736
0.6 0 0 0




B =
[

0 0 13.736 0
]T

F =
[
−8 0 0 0

]T

The results of this comparison are given in Fig-
ures 17 to 20. It is seen that the frequency deviates by
33% more for the case when system parameters are
varied by 25%. However, in this case it takes a lit-
tle less time to reach the required value. The change
in generated power almost remains the same for both
cases. There is slight difference in the behavior which

is clear from Figure 18. The change in generated
power is observed to be 25% more for the case with
parameter variation. The results indicate that the pro-
posed controller is quite indifferent to the variation in
system parameters.
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Figure14: Case II D - Frequency Deviation for GRC
with Parameter Variation
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Figure15: Generated Power Output for GRC with Pa-
rameter Variation

4.7 Part III - Performance of Two Inter-
connected Areas AGC System Excluding
GRC Nonlinearities

In this section, the AGC problem is extended to two
interconnected areas. The areas are connected as seen
in Figure 16.
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Figure16: Block diagram of two-area AGC

The model in Figure 16 can be expressed by the
following set of equations.

Ẋi(t) = Aixi(t) + Biui(t)+

n∑

j=1, j 6=i

Eijxj(t) + Fidi(t) (6)

yi(t) = Ci(t)xi(t) (7)

ẊT = [∆ḟ1(t)∆Ṗg1(t)∆Ẋg1(t)∆Ṗc1(t)∆Ṗtie(t)

∆ḟ2(t)∆Ṗg2(t)∆Ẋg2(t)∆Ṗc2(t)] (8)

A =

−1
Tp1

Kp1

Tp1
0 0 −Kp1

Tp1

0 −1
Tt1

1
Tt1

0 0
−1

R1Tg1
0 −1

Tg1

1
Tg1

0
−K1B1 0 0 0 −K1

T12 0 0 0 0
0 0 0 0 Kp2

Tp2

0 0 0 0 0
0 0 0 0 0
0 0 0 0 K2

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

−T12 0 0 0
−1
Tp2

Kp2

Tp2
0 0

0 −1
Tt2

1
Tt2

0
−1

R2Tg2
0 −1

Tg2

1
Tg2

−K2B2 0 0 0

(9)

BT =
0 0 1

Tg1
0 0

0 0 0 0 0

0 0 0 0
0 0 1

Tg2
0 (10)

C =

[
1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0

]
(11)

The system is stable and the objective is to minimize
the system frequency deviation∆ḟ1(t) and∆ḟ2(t) in
Areas 1 and 2 respectively under load disturbances in
both areas.

4.7.1 Case A - System with Matching Parameters
and 3% Disturbance

The parameters of the system are given below [30]:
Tp1 = Tp2 = 20s, Kp1 = Kp2 = 120 Hz p.u.

MW−1, Tt1 = Tt2 = 0.3s,K1 = K2 = 1 p.u. MW−1

rad−1, Tg1 = Tg2 = 0.08s,R1 = R2 = 2.4 Hz p.u.
MW−1 andB1 = B2 = 0.425 p.u. MW Hz−1

Since the parameters in this model are identical,
and the change in the tie-line power,∆Ptie is caused
by the difference in the area frequencies,∆f1(t) -
∆f2(t), the performance of the system has been tested
by applying the disturbance in Area 1 only.

A step disturbance of 0.03 p.u. is applied con-
stantly on the system in Area 1. The cost function in
this case is taken to be as follows:

J =
Hp∑

i=1

∆f1(t)2 + ∆f2(t)2 + ∆P 2
tie + ∆P 2

g1
+ ∆P 2

g2
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Figure17: Case III A - Frequency Deviation in Area 1
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Figure18: Frequency Deviation in Area 2

Such a cost function ensures that the system is
internally stable. The terms of the cost function are
scaled equally. The control signals in this case are
constrained stringently to be -0.1≤ u≤ 0.1. Since the
control signal is already so much constrained within
its maximum limit, there is no limit on the change of
control,∆u.

The dynamics of the system in this case are given
in Figures 17 to 20 and the results are compared with
previous work [4] as well as LFC using the pole place-
ment technique. The behavior of the frequency devi-
ation in both areas is seen as well as the change in
generated power in both areas. In comparison with
the PSO-VSC technique two cost functions are com-
pared.J1 is the same cost function used here, while
J2 proposed in [4] is a slightly different cost func-
tion as it incorporates the control inputs into it as well.
The results show the the proposed technique performs
much better in all aspects as compared with the pre-
vious work. It is seen in Figure 17 that the frequency
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Figure19: Case III A - Change in Generated Power in
Area 1
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Figure20: Change in Generated Power in Area 2

deviation in Area 1 is less than what it was in the pre-
vious work as well as using the pole placement tech-
nique. Also, the frequency deviation becomes zero
quicker using the proposed technique, than using pre-
vious techniques. From Figure 18, it is seen that for
the Area 2, the deviation is at least 75% lesser com-
pared to previous work.

It is seen in Figure 19 that the system is supplying
the required 0.03 p.u. load from Area 1. The required
load is supplied much quicker than in the compared
techniques. But the trade-off for it is that the max-
imum change in generated power using the proposed
technique is 0.01 p.u. more than previous work. There
is minor deviation of generated power in Area 2, and
it is must less compared to the deviation that is ob-
served using other techniques. After that, the change
in generated power in Area 2 becomes zero. Figure 21
shows the change in the tie-line power flow. Due to
the frequency deviation in both areas, power begins to
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Figure21: Case III A - Power Flow in Tie-Line
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Figure22: Case III B - Frequency Deviation in Area 1

flow in the tie-line and as soon as the frequency devia-
tions reach 0, the power flow in the tie-line also stops.
Compared to previous work and the pole placement
technique, the power flow in the tie-line is much less
using the proposed technique. The maximum flow in
the tie-line in this case is -0.004 p.u., while for the
pole placement technique, it is about 0.013 p.u.

4.7.2 Case B - System with Mismatching Parame-
ters and 10% Disturbance

Now a more challenging case of two-area AGC is
studied. In this case the parameters of the two areas
differ in the following respects:

Tp1 = 25s,Tp2 = 20s,Kp1 = 112.5 Hz p.u. MW−1,
Kp2 = 120 Hz p.u. MW−1.

The rest of the system parameters are same as in
Case A. This two-area system is subjected to a huge
disturbance of 0.1 p.u. in both areas. This case is
taken from the work done by Kong [15], in which
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Figure23: Frequency Deviation in Area 2

State Contractive Constraint (SCC)-based MPC is ap-
plied to the LFC problem. The comparison of the pro-
posed technique with SCC-MPC is given in Figures
22 to 25. It is seen that the proposed MPC-PSO tech-
nique gives a much smoother control of the system.
From Figure 22 it is clear that although the SCC-MPC
is able to bring the Area 1 frequency deviation to zero
1 second earlier than MPC-PSO, there are a lot of os-
cillations and there is also a steady state error using
the SCC-MPC technique. The proposed technique en-
ables the Area 1 frequency deviation to become zero
more smoothly and accurately. The frequency devia-
tion in Area 2 is seen in Figure 23. It is seen that pro-
posed technique fares enormously better than SCC-
MPC. The change in generated power from the areas
is seen in Figures 24 and 25. It is seen that the pro-
posed techniques enables the system to cope with the
power demand more smoothly, with lesser overshoot
and shorter duration without any steady state errors.
Since [15] does not give any details on the control
constraints, they are taken to be -0.5≤ u≤ 0.5.

It is seen that after 5s, once all the required states
of the system are at equilibrium, the power in the tie-
line also becomes zero.

5 Conclusion
The following conclusions can be drawn from this pa-
per:

1. A new and efficient PSO based MPC scheme
is designed. Unlike other control schemes, it can in-
corporate constraints in the controller design stage,
thus giving it the attractive advantages of speed, ac-
curacy and optimal control. Furthermore, application
of MPC to the field of power systems extends its ap-
plications portfolio.

2. The dynamical behavior of the single nonlinear
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Figure24: Case III B - Change in Generated Power in
Area 1
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Figure25: Change in Generated Power in Area 2

AGC system is explored with constraints on the con-
trol input. Comparison with the previous work using
different control schemes shows that MPC-PSO gives
reduced settling time and lower overshoots compared
to Ricatti-VSC and PSO-VSC.

3. The proposed controller performs well for a
range of practical GRC values.

4. The performance of the controller is satisfac-
tory under rapid load variations and parameter varia-
tions.

5. The comparison of dynamical behavior of two
interconnect area AGC system with similar cases from
the preceding literature shows significant improve-
ments and demonstrates the fact that the proposed
technique is more suitable for such applications.
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Figure26: Case III B - Power Flow in Tie-Line
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