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Abstract: This work presents a methodology for the design of an intelligent supervisory system that combines the
principles of fuzzy logic, the Internal Model Control (IMC) architecture and the paradigm of Multi-Agent
Systems (MAS). The methodology has been conceived to be applied in an intelligent supervisory system,
specifically for two kinds of complex petroleum industrial processes: the gas-oil separation process and the oil-
heating process. The supervision proposal takes into account the fact of using standard local supervisors
schemes connected between themselves and to a global supervisor  so that local objectives in each process can
be met, thereby letting the global or social objective be obtained through the application of basic mechanism of
communication, cooperation and coordination; where these objectives have been previously defined and
structured in a hierarchical manner. The paper includes some computational simulations performed under
MATLAB / SIMULINK and the results obtained show a good overall system performance.
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1 Introduction

Intelligent supervision of industrial processes is an
area of intense study and many approaches have been
used based on artificial intelligence techniques;
where most of the resultant methods are based on
hybrid systems. Supervisory control is typically based
on a global assessment of the current operation point
[1], that leads to system parameters characterization
with the intention of providing diagnosis and
anticipating possible changes that affect its current
state of operation through the adjustment of scalar
parameters of the controller or changes in the set
point.

Among the broad variety of intelligent supervisory
system schemes proposed in many publications,
[2][3][4][29], there exist three basic elements: the
event detector, the model of the process and the
decision system. The event detector may be
implemented in many different ways; in particular,
some common approaches are based on fuzzy logic
and neural network; which are used to detect possible
operation states in a particular process. There are
many alternatives for the determination of the model
of the process such as qualitative models, broadly
recommended in supervisory scheme and non linear
models based on local models such as the Takagi-
Sugeno fuzzy model [6]. In addition,

multiresolucional modeling is another alternative that
integrates a mathematical model, a knowledge based
model and a qualitative model [1]. Finally, the
decision system guided by a set of objectives and
priorities of the process makes some decisions that
result in changes of the reference point of the process
or changes in the scalar parameters of the controller.
It is important to highlight that in a general
perspective, the supervision process implies the
following connotations: i) detection of the plant´s
parameters, deviations and instability, ii) guidance of
controller tuning, adaptation and synthesis; iii)
identification and diagnosis of process faults [5].

This paper attempts to define an intelligent
supervisory scheme to be applied in two petroleum
processes connected in cascade: the gas-oil separation
process and the oil-heating process. These particular
processes have been studied from the point of view of
modeling and control in [6][7][8]. The proposal
consists of using standard local supervisory schemes
interconnected between themselves and to a global
supervisor, thus communication and cooperation
mechanisms are needed. This is, therefore, a clear
case for the use of a supervisory scheme based on
multi-agent systems. The rest of the paper is
organized as follows. In section 2, the fundamentals
of Multi-agent systems are described. Section 3
presents the supervisory scheme formal proposal
based on Multi-agent systems.  Section 4 describes
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the case of study showing the results of the
computational implementations in
MATLAB/SIMULINK. Conclusions and future work
are given in section 5.

2 Fundamentals of Multi-Agent
Systems.

In order to design an intelligent supervisory control
system under the conception of multi-agent system, it
is necessary to define the following aspects:

• The definition of a distributed platform,
normally determined by the system to be
supervised.

• The type of intelligence and knowledge
presentation strategy that will be used.

• The development of a communication,
coordination and cooperation protocol
between the different intelligent modules.

Multi-agents systems technology addresses some of
the before mentioned difficulties. In particular, the
process control area is a natural one for the
application of intelligent agents because controllers
may be regarded by themselves as autonomous
reactive systems [9].

Fig.1 Generic scheme of an agent according to Russel’s
definition.

A significant number of definitions of agents can be
found in the literature and one of the simplest and
most accepted is the one presented by Russel [10]
that considers an agent as an entity that acts and
perceives in a particular environment. Nevertheless, a
formal definition of agent was established in [11],
where an agent is considered as a computational
system situated in an environment and is capable of
an autonomous and flexible actions in that
environment, in order to meet its design objectives.
Communication, cooperation and coordination are
three key issues in multi-agent systems. Coordination
is the process by which an agent reasons about its

local actions and the anticipated actions of others to
try to ensure the community acts in a coherent
manner.  As Weiss explains in [27]: “The purpose of
coordination is to achieve or avoid states of affairs
that are considered as desirable or undesirable by one
or several agents. To coordinate their goals and tasks,
agents have to explicitly take dependencies among
their activities into consideration. Two basic,
contrasting patterns of coordination are cooperation
and competition. In the case of cooperation, several
agents work together and draw on the broad
collection of their knowledge and capabilities to
achieve a common goal. Against that, in the case of
competition, several agents work against each other
because their goals are conflicting.” We add that
agents also perform a third type of coordinating
behavior which is neither cooperation, nor
competition. It is collaboration: agents assist others
even though they do not have common goals. This is
possible by means of negotiation. Coordination by
means of cooperation or negotiation seems to require
some form of communication.

In agent based systems, communication can occur at
different levels of sophistication ranging from
primitive to high-level. Software agents can be
developed on different platforms and using different
programming languages. They usually interact by
exchanging complex symbolic information and
possibly have to agree on complex interaction
protocols. Several proposals have been designed to
develop agent-communication languages such as the
KQML (Knowledge Query Manipulation Language)
[13] and FIPA-ACL (Foundation for Intelligent
Physical Agents - Agent Communication Language)
[14].

On the other hand, it is imperative, that agents   use a
common vocabulary to communicate where the
symbols used in messages have the same, predefined
meaning for all of the agents. This fact reflects the
importance that agents share certain ontology. A
computational ontology is an informational model
that describes concepts and relations in some specific
domain [15].

The capacity of communication between agents can
be interpreted as an additional element of perception
(receiving messages), of cognition (interpretation and
actions to be executed) and actions (sending of
messages). These aspects allow agents to conform
societies where global objectives may exist apart
from the individual objectives of each agent [16].  In
this context, cooperation becomes relevant for those
societies.  A cooperative situation is validated if
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either adding a new agent could result in an increase
in the performance level of a determined group or
agent actions serve to avoid actual conflicts [11].

Finally, the area of agents-architecture considers the
aspects related to the design of computational
systems that satisfies the features of the agents
theories [17][18]. It specifies how an agent can be
decomposed into the construction of a set of
component modules.  There exist three kinds of
architectures: i) deliberative architectures (cognitive
agents) where the agent is designed according to the
paradigm of the symbolic artificial intelligence (for
instance GRATE and IRMA [19][20]); ii) reactive
architectures where the agents do not include any
kind of central symbolic world model and do not use
complex symbolic reasoning (A classical example is
the so called subsumption architecture of Rodney
Brooks [21][22]) ; iii)  hybrid architecture where the
agent is the combination of two subsystem. One
subsystem is the deliberative, which contains a
symbolic model of the world while the other is the
reactive. Classical examples are the Touring
Machines, COSY and INTERRAP [23][24][25].
Another example of hybrid architecture is the multi-
agent simulation platform GALATEA which
provides for the representation of agents that can
behave reactively and proactively, according to the
circumstances of (simulated) execution [26].

3 Supervisory Proposal Based On
Multi-Agent System.

The supervisory proposal based on multi-agent
system is shown in figure 2. Local supervisors are
grouped depending on the class of process and are
connected each other to the global supervisor.

Fig.2 Supervisory Scheme based on Multi-Agent
System for Industrial Processes.

It can be observed from figure 2, that there are M
classes of processes identified as P_1, P_2, …, P_M
where M  is the number of processes classes and N is
the amount of processes for each M class, so there
will be N supervisor local agent for each class of
process. For instance, supervisor local identified by
S_Local P_1 1 y S_Local P_1 2 belong to the same
class of process 1 and are connected each other and to
the global supervisor agent. Every process is
governed by its respective local supervisor and at the
same time is connected to the global supervisor.
Figure 3 shows the particular diagram of the
processes that will become the case of study.

As it can be observed from figure 3, the output of oil
of the two production separator is connected to both
fired-heaters. However, depending on the physical
dimensions and the specifications of functioning of a
fire-heater, the output of one production separator
could be connected only to one fire-heater.

Fig.3 Schematic diagram of the separation process and
oil heating process of oil.

3.1 Design of the local supervisor agent.

Taking into account the considerations of the
architecture ICM (Internal model control) established
in [7] [8] and based on the criteria in [6] for the
determination of fuzzy models, the schematic
depicted in figure 4 is proposed as the local
supervisor agent. It may be observed from figure 4
that the regulatory level is composed by the internal
model control architecture, which has the following
sub-elements: i) the singleton fuzzy model of the
plant determined from input-output data; ii) the
inverse of the fuzzy model which is used as the
controller; iii) The filter F that acts as an integrator
and adds robustness to the feedback control system
against the presence of disturbances; iv) The plant to
be controlled which, for simulation purposes, consists
of a linearized mathematical first order model around
an operating point.
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Fig. 4  Supervision local scheme for each process.

The internal model control structure (IMC) is
introduced as an alternative to the feedback structure.
Its main advantage is that closed-loop stability is
assured simply by choosing a stable IMC controller
[28]. Also, closed-loop performance characteristics,
for instance settling time, are related directed to the
controller parameters, which make on-line tuning of
the IMC controller very convenient.

In the supervisory level, the first element is the event
detector. Once this block detects some change in the
state of the process, the information is sent to the
decision system.

The decision system converts the information
received by the event detector in an index
performance and based on the states of other similar
processes and a generic knowledge base; it can either
adjust the consequent of the fuzzy model (thereby
adjusting the controller) or change the reference of
the process. Furthermore, if an unacceptable change
in the operation point occurred then the system
decision would declare a fail in the process.

Finally, the element called “Interaction with other
processes” notifies the state of the local process to
other similar processes and at the same time receives
the states of similar processes. The decision system,
based on the state of the local process and the states
of the remote similar processes must decide if a local
action is taken or if the action has cooperative
characteristic.

3.1.1 Design of the event detector

The event detector is based on the linguistic
Mamdani model for MISO system (Multiple Input
Single Output). A general rule of this kind of model
is given by:

(1)   isy Then     is   and...and    is    : 11
)( kk

nn
kk GAxAxIfR

Where R(k) denotes the k-th rule,  Aik y Gk are fuzzy
sets en Ui ⊂ ℜ y V ⊂ ℜ, respectively, “y” is the output;
meanwhile    x = (x1,…xn)T  is the vector of input
variables.  The event detector has two inputs: the
modeling error and the derivative of the output
(dy(t)/dt). The combination of these inputs is
considered as the more adequate combination of
inputs for characterizing the events of the process
both for the oil separation process and the heating oil
process. Indeed, it will be taken a sample of values of
the modeling error and the derivative of the output y
and the calculation of the average of the samples is
done in each time window r1, r2,…, rn. Figure 5
illustrates this idea.  Therefore, the input variables are
the average modeling error (emp) and the average
output derivative for each time window.

The possible events according to the variation of the
input vector are the following: normal condition, little
increment of the operation point, significant
increment of the operation point, decrement of the
operation point, significant decrement of the
operation point, fail↑ (this can be caused by a strong
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increment of the operation point) and fail↓ (this can
be caused by a null operation point).

These events can be conceived as operations regions
of a determined process and each event is represented
as a fuzzy set, so the transition of one event to
another is done of a gradual manner. However, it is
important to know that the fail state can be caused by
malfunctioning of a sensor or  an internal fault in the
valve control.

Fig. 5 Time Windows of the Event Detector

Three fuzzy sets were defined for each input variable
and output variable. Figure 6 shows the fuzzy sets.
The resultant base rule (with its respective weight) is
the following:

R1 (w1 = 1): If dyp is Null  and emp is Null Then the
process is in normal condition.
R2 (w2 = 0.5): If dyp is Null and emp is High Then the
process has a little increment in the operation point.
R3 (w3 = 0.5): If dyp is Null and emp is low Then the
process has a little increment in the operation point.
R4 (w4 = 1): If dyp is High and emp is Null Then the
process has a little increment in the operation point.
R5 (w5 = 1): If dyp is High and emp is High Then the
process has a significant increment in the operation
point.
R6 (w6 = 1): If dyp is High and emp is Low Then the
process is in fail ↑.
R7 (w7 = 1): If  dyp is Low and emp is Null Then the
process has a significant decrement of the operation
point.
R8 (w8 = 1): If dyp is Low and emp is Low Then the
process has a little decrement of the operation point.
R9 (w9 = 1): If dyp is Low and emp is High Then the
process is in fail ↓.

3.1.2 Design of the decision system

The decision system agent is capable of taking
appropriate decision based on the output of the event
detector and the operation state of other similar
processes. The following expert system with its
respective generic rules is proposed:

Fig. 6  Fuzzy sets of the input and output variables.

R1: If the local process is in normal condition and
some remote process has a change in its operating
point Then update the status of availability for
cooperating and inform to the global supervisor
agent.
R2: If the local process has some change in its
operation point and at least there is at least one
similar remote process in normal condition Then take
its own corrective action, ask for cooperation and
inform to the global supervisor agent.
R3: If the local process is in normal condition and all
the remote processes are in normal condition Then
inform to the global supervisor agent.
R4: If the local process is in fail Then inform the
global supervisor agent.

It is important to highlight that in R1, the definition
of the cooperation actions will be established by the
global supervisor. Essentially, the cooperation deals
with the change in the setpoint of a similar process if
it is considered in normal condition. For instance, if
the separation process 1 is in normal condition and
the separation process 2 has some change in its
operating point or has some perturbation, the local
supervisor agent of the process separation 1 can
change its reference in order to try to guarantee that
the total flow of oil of the two separators does not
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have a significant variation. Nevertheless, if for
instance, the two separators have some problem then
it is no possible to change the reference for this kind
of process. In this case, a change in the setpoint in
one of the fire-heaters should be done.

With respect to rule 2, R2, the following actions were
defined: adjusts the fuzzy model, thereby adjusting
the fuzzy controller (the purpose is to decrease the
steady state error), changes the set point and declares
a process fault. A fault can be caused by drastic
increment of the operation point that overcomes the
limits of the functioning of the production separator.
The reason for changing the set point is to guarantee
the fulfillment of a global objective (A cooperation
action).

3.2 Design of the global supervisor agent

The function of the global supervisor agent is to
establish some mechanisms in order to guarantee the
achievement of the global objective of the whole
process. For complex industrial processes, we have
established that the global objective should be the
following: To obtain a better quality product with
measured specifications inside a definite range. In
this particular case, the temperature of the oil at the
output of a fired-heater should have a value between
180 and 190 degree Fahrenheit.

According to the construction specifications of the
two separators, the total flow of oil at the output of
the two separators should have a value between 45
Barrels/Hour and 51 Barrels/Hour of oil in order to
guarantee the optimum range of temperature
mentioned.

We have used the principle of energy conservation
(Whenever it is permitted), for changing the setpoint
and guaranteeing all processes outputs of a specific
class do not overcome the maximum limit of the
input variable of the next process. For instance, in our
particular case of study, we have to guarantee that the
flow of oil at the output of the production separator
do not exceed the maximum limit of flow of oil
permitted at the input of the fired-heater.

In order to achieve this, we have defined the
algorithm depicted in figure 7, where ∆pot is the total
variation of the operation point of all the N processes
associated to a specific class of process, j is the
amount of processes whose condition is normal, ∆S is
the sum of all the changes in the setpoint of each
specific process and ∆Sp1, ∆Sp2, …, ∆Spj are the
individual changes of each setpoint.

Fig. 7: Algorithm for the global supervisor agent.

4 Case of Study: implementation of
the supervision proposal based in
SMA.

The implementation of the supervisory proposal was
developed in MATLAB / SIMULINK using the S-
Functions blocks either in C or m language. These
blocks permit the incorporation of customized
algorithms inside SIMULINK environment leading
the creation of simulation schemes of high
complexity. In addition, a user graphical interface
was developed using GUIDE in MATLAB.

In order to test the intelligent supervisory scheme two
scenarios were established. The first scenario
consisted in introducing a drastic change from 24
barrels/hour to 29 barrels/hour in t = 180 seconds as it
can be observed in figure 8a. The perturbation lasted
20 seconds.

Another sudden change was introduced in the process
separation 2 in t = 40 s (a change in the flow input of
oil from 24 barrels/hour to 32 barrels/hour) and the
time of the perturbation lasted 20 seconds.  Figure 9a
shows the output y2(t) of the second separator. Figure
8b and figure 8c shows the behavior of the valve
position and the error modelling in the process
separation 1.
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Fig. 8a Output of separator 1

Fig.  8b Valve position of separator 1

Fig. 8c Error modelling of the first separator

In figure 8a, the output y1(t) of separator 1 has a
change in its reference in t = 45 seconds, five seconds
after the perturbation occurred in the process
separation 2. This change in the reference of
separator 1 means a cooperation action as it
compensates the increasing of total flow of oil of the
two separators because separator 1 is reducing its
output flow of oil while separator 2 is increasing its
output flow of oil because of the presence of the
perturbation.  A similar behavior is presented in t =
185 seconds in the output of process separation 2. In
this case, as it may be observed in figure 9a, the local
supervisor of the process separation 2 does a

cooperation action because of its change in its
reference in t = 185 seconds.

Figure 9b and figure 9c shows the behavior of the
valve position and error modelling of separator 2. As
it may be observed in these figures, both behaviors
are very similar to the one presented in separator 1
but in different ranges of time.

Fig 9a Output of separator 2

Fig. 9b Valve position of separator 2

Fig 9c Error modelling of separator 2

In the second scenario, various changes of the
current operation point were simulated in both
separators in the range of time defined between t
= 100 s and t =250 s. Figure 10 shows three
changes introduced to the process separation 1. A
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similar behavior is shown in figure 11 for the
process separation 2.

Fig 10 various changes in the current operation point of
separator 1

In this particular case, the global supervisor sends
a message to both local supervisor agents of the
heating processes so that they can change their
respective reference.

Fig 11 various changes in the current operation point of
separator 2

Fig 12 Output temperature of fired-heater 1

Fig 13 Output temperature of fired-heater 2

As a result, both references in the fired-heaters
were changed while changing in the operation
point happened in the separation processes.
Figure 12 and figure 13 shows the behavoiur of
the temperature of oil at the output of each fired-
heater.

Fig 14 Total Flow of Oil at the Output of the two
Separators (Proposed Methodology)

Fig 15 Total Flow of Oil at the Output of the two
Separators (Local Supervisor Systems working without

connection)
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The importance of our proposal can be demonstrated
if we analyze the behavior of total flow of oil at the
output of the two separators using the methodology
described before. As it may be observed, the range of
variation of the total flow of oil is between 46
barrels/hour to 50 barrels/hour. On the other hand,
figure 15 shows the total flow of oil at the output of
the two separators with the local supervisors working
without any connection. In this case, the range of
variation of the total flow is between 47 barrels/hour
to 52.5 barrels/hour of oil. Although the difference
seems insignificant, however, when a drastic change
in the current operation point lasts a considerable
period of time, then the range of variation of the total
output may affect considerably the next processes if
there is no any cooperation between the local
supervisors systems.

5 Conclusions and Future Works

In this paper, a supervisory scheme based on multi-
agent systems was proposed as a methodology for the
intelligent supervision of industrial processes with
multiple feedback controls. It is important to
highlight that this methodology can be applied to
other sort of processes connected in cascade.

The use of the ICM structure in the regulatory level
has been an interesting alternative for supervision
tasks. The error modelling is a key information for
detecting some deviation in the model of the process.

The computational simulations were done in
MATLAB SIMULINK using S-functions for the
emulation of the agents: local supervisor agent and
global supervisor agent. This is a significant
contribution of this paper because there exist many
platforms for developing agents and few efforts have
been done in Matlab software. The results of the
simulations demonstrate that the cooperation between
local supervisor agents may permit that the global
objective of the whole process can be reached.

Future works contemplate the inclusion inside the
local supervisor scheme of a module that can predict
a change of event, so the mechanism of cooperation
can be enhanced notably.
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