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Abstract: - Reinforcement learning is applied to various fields such as robotics and mechatronics control. The 
reinforcement learning is an efficient method to control in unknown environment. This paper discusses a new 
reinforcement learning algorithm which is based on Genetic Algorithm and has a hierarchical evolutionary 
mechanism. The proposed learning algorithm introduces new adaptive action value tables and it enables sharing 
knowledge among agents effectively. Regarding sharing knowledge among agents, the knowledge is inherited not 
only across the generations, but also in one generation. As a result, the proposed algorithm achieves effective 
learning, and realizes robustness learning. Computational simulations using the pong simulator which executes 
table tennis prove the effectiveness of the proposed algorithm. 
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1   Introduction 
Recently, reinforcement learning is applied to various 
fields such as robotics and mechatronics control 
[1]-[11]. The reinforcement learning is an efficient 
algorithm to acquire adaptive behavior of the agent 
without a priori knowledge of the environment. 
Q-learning which was proposed by Watkins et al. [1], 
is the most basic learning algorithm in reinforcement 
learning.  

Conventional Q-learning algorithm deals with 
states and action as discrete data. However, input data 
as environment information is usually continuous data. 
As a result, discretization of the input data is important. 
Thus, the unit of discretization influences learning 
efficiency. Three parameters (learning rate, discount 
rate, and searching rate) required by Q-learning also 
affect the learning efficiency. 

In this paper, we propose a novel learning algorithm 
to optimize these parameters automatically. The 
proposed learning algorithm adopts Q-learning as base 
algorithm, and achieves discretization of the 
information from environment using Genetic 
Algorithm (GA)[12]-[21]. Moreover, we also propose 
a new technique to merge action value tables of agents 

for sharing knowledge. Regarding sharing knowledge 
among agents, the knowledge is inherited not only 
across the generations, but also in one generation. As a 
result, the proposed algorithm achieves not only 
effective learning but also robustness learning. The 
target model is Pong simulator which plays table 
tennis and the objective of learning is to obtain the 
behavior of rally of the table tennis in this paper. 
Experiments prove the effectiveness of the proposed 
learning algorithm. 

 
2   Preliminaries 
2.1 Q-learning 
Q-learning is most famous learning algorithm and is 
defined by 

 
(1) 

 
 
Where, α is the learning rate, γ is the discount rate, 

st is the current state, st+1 is the next state, αt is the 
action in state st, t+1 is the received reward to execute 
αt in state st. 
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2.2 Related work 
Many works for reinforcement have done using 
Q-learning. Examples of Q-learning are found 
Y.Maeda[9], C.F.Juang[10], K.S.Hwang et al.[11], 
and so on. Y.Maeda proposed an adaptive Q learning 
method tuned learning parameters by fuzzy rules and 
showed several results of artificial ants simulation. 
C.F.Juang proposed combination of online clustering 
and Q-value based genetic algorithm learning scheme 
for fuzzy system design with reinforcement and the 
feasibility of the proposed algorithm was 
demonstrated through simulations in cart-pole 
balancing, magnetic levitation, and chaotic system 
control problems with only binary reinforcement 
signals. K.S.Hwang et al. proposed a self-learning 
cooperate strategy for robot soccer systems. The 
strategy enables robots to cooperate and coordinate 
with each other to achieve the objectives of offense 
and defense.  

However, no previous works have, to our 
knowledge, introduced the hierarchical evolutionary 
mechanism for sharing knowledge among agents. 
 
3   Genetic Learning Algorithm 
3.1 Agent model 
Fig.1 shows the composition of the agent in this paper. 
The agent receives the environment information data, 
which are continuous data, as input data. The agent 
executes discretization of the received information 
according to pre-defined unit. The agent recognizes 
environment using the discrete data, that is, the agent 
creates a state for input to learning module. And then, 
the agent has an action value table as shown in Table.1. 
It consists of pair of state and action. 
 
3.2 Learning procedure 
The proposed learning algorithm optimizes the 
parameters on Q-learning by Genetic Algorithm. It is a 
powerful optimization algorithm, which is based on 
the mechanism of biological evolution. It needs to 
model for adopting GA at optimization problem. 

The proposed algorithm creates a state s for input to 
learning module using two kind of information. One is 
discretization data of a position of x-axis, the other is 
that of y-axis. Thus, an individual composes of 
discretization data of a position of x-axis, that of y-axis, 
learning rate, discount rate, and searching rate. Fig.2 
shows an example of coding. The proposed learning 
procedure will be explained concretely using Fig.3 as 
an example.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1 Example of agent model 
 
 

Table.1 Example of action value table 
 
 
 
 
 
 
 
 
 
 
  

 
 
 
 
 
 
 

 
Fig,2 Example of coding 
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Fig.3 Example of learning procedure in one 

generation 
 
The example represents one generation. As first step 

of learning, the learning module is created by using of 
gene's information of one individual. 

Next, an agent with the learning module learns for 
pre-defined period. And then, the reward, which is 
obtained by the learning, is assigned to fitness of the 
individual. These operations are executed to all 
individuals. 

Regarding genetic operation, it consists of selection 
operation and generating operation. The generating 
operation functions as crossover and mutation 
operator of ordinary GA and means creating new 
individuals. Here, there is a case of which fitness value 
has minus value, because the proposed algorithm 
adopts reward obtained by learning as fitness. As a 
result, the roulette wheel selection operator can not be 
used as the selection operator. The proposed algorithm 
adopts elitism and random replacement as selection 
operator of ordinary GA. Fig.4 shows an example of 
selection operator in the proposed algorithm.  

The proposed algorithm introduces two techniques 
as generating operation. One is copy processing of 
genes at random, and the other is processing of 
merging with action value tables. The copy processing 
is executed for individuals of random replacement. 
Fig.5 shows the copy processing. It enables to copy 
genes of individuals with high fitness value, because 
the proposed algorithm adopts elitisum. 

 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Fig.4 Example of selection procedure 
 
 
 
 
 
 
 
 
 
 

 
Fig.5 Example of copy processing for generating 

offspring 
 
 

3.3 Adaptive action value table 
From the viewpoint of the efficiency improvement 

of learning, each agent should share the knowledge 
obtained by the learning. However, it is necessary to 
adjust the size of the table, because the size of each 
action value table is difference.  

Therefore, the proposed algorithm introduces a new 
technique to merge the tables. The value 
corresponding to the frequency of which each agent 
took the action of a in s is assigned to Q(s,a). Next, the 
tables are merged using weighted average. A concrete 
procedure is as follows. 

 
 
 

(2) 
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(3) 
 
 
 
Here, expNumAgent1 is a frequency of which 

Agent1 took the action of a in s. Similarly, 
expNumAgent2 is a frequency of which Agent2 took 
the action of a in s. The agent1Q indicates Q(s,a) of 
Agent1, and agent2Q indicates that of Agent2.  

 
3.4 Modification of table size 
Each agent recognizes his environment, which is a 
state s for input to the learning machine, based on 
information of discretization data.  

The proposed learning algorithm deals with a state 
as three dimensions, because input information has 
three kinds. That is, information x, y, and z correspond 
to x-axis, y-axis, and z-axis respectively as shown in 
Fig.6. Thus, the state s for input to the learning 
machine is represented by coordinates (x,y,z). State s is 
concretely as follows. 
 
 
 
 

 
 

(4) 
 
Here, #partition indicates the maximum value of 

discretization data. For instance, #partition is 4, if the 
range of information x has [0,100] and the unit size is 
30.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6 Example of a state as three dimensions 
 

Regarding modification of action value tables, it is 
important to correspond between discretization data 
obtained by new unit and that by previous unit. The 
modification procedure is as follows.  

 
 

(5) 
 
 
 
 

(6) 
 
 
 
As a result, state snew obtained by new unit is similar 

to state sold obtained by previous unit. 
 
3.5 Hierarchical learning 
Regarding sharing method of knowledge, the 
proposed algorithm introduces a hierarchical 
evolutionary mechanism. That is, the knowledge is 
inherited in one generation. Fig.7 shows the 
hierarchical evolutionary mechanism.  

The result of learning of individual i is used as an 
initial value of action value table of individual i+1. 
That means knowledge is propagated in one 
generation in the order of studying the individual. It 
indicates the knowledge's propagation in one 
generation according to the order of learning. The 
knowledge's propagation achieves effective sharing 
knowledge. 

 
4   Experiments 
4.1 Experimental conditions 
In order to evaluate the proposed algorithm, it is 
implemented on a pong simulator.  

 
 
 
 
 
 
 
 
 
 
 

Fig.7 Hierarchical evolutionary mechanism 
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The specification of the pong simulator is as 
follows. 
1. There is no concept of height. 
2. The ball is placed with the speed in the direction 

of x and that of y at the center of the field as an 
initial state. The range of speed in the direction of 
x and y have (-50, 50) respectively. 

3. The ball returned by the agent accelerates or 
decelerates in the direction of x and that of y at 
random. 

4. The play finishes when the ball touches the wall 
which is behind the agent. 

5. The action of agent consists of "move to right", 
"move to left", and "don't move". 

6. It is called one episode from the initial state to the 
play's finish. 

Fig.8 shows the environment of pong simulator. 
The size of field is 400 x 600, and that of racket is 80. 
Fig.9 shows relationship between agent and pong 
simulator. The agent receives information from the 
pong simulator, and returns the pong simulator the 
result of learning. The pong simulator changes the 
state of the environment, after receiving information 
on behavior selection from the agent. The simulator 
executes the transition by repeating these operations. 
Thus, pong simulator consists of two units which are 
simulation unit and control unit for agents. 

All experiments run on the same platform. The 
specification of platform is shown in Table.2. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig,8 Example of Pong simulator 
 

4.2 Simulation results: Evaluation of learning 
model 

First, we experiments to evaluate the learning model. 
The parameters are decided form view points of 
accuracy of solutions. And, the proposed learning 
algorithm adopts three kinds of reward. Table.3 shows 
the reward of learning. Table.4 shows parameters 
using in the experiments. 
 
 
 
 
 
 
 
 
 
 
 
 

(1) Perceptual information to agents 
 
 
 
 
 
 
 
 
 
 
 
 

(2) Behavior selection of agents 
Fig.9 Relationship between agent and pong simulator 

 
Table.2 Specification of simulation platform 

Processor 2GHz Intel Core2 Duo 

OS Mac OS X Version 10.4.11 

Compiler i686-apple-darwin8-g++-4.0.1(GCC) 

 
Table.3 Reward of learning 

Behavior Reward 

Agent returns a ball. 100 
The ball touches the wall which is  
behind the agent. -100 

Agent moves outside of the range. -1.0 
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In the proposed learning algorithm, these 
parameters are acquired by GA automatically. Fig.10 
shows experimental results. A horizontal axis 
represents the number of episodes and a vertical axis 
represents the number of rally in Fig.10. The learning 
completed within 500 episodes. We can see the 
effectiveness of the proposed learning model from 
Fig.10. 
 
4.3 Simulation results: Evaluation of 

characteristic of GA 
Next, we experiments to evaluate the characteristic of 
GA. Parameters of GA are shown in Table.5. Fig.11 
and Fig.12 show the simulation results.  

 
Table.4 Parameters for learning 

Unit for discretization of coordinates x  
of agent 80 
Unit for discretization of coordinates x  
of ball 80 
Unit for discretization of coordinates y  
of ball 80 
Previous unit for discretization of  
coordinates x of ball 80 
Previous unit for discretization of  
coordinates y of ball 80 

Learning rate 0.1 

Discount rate 0.9 

Searching rate 0.0001

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.10 Simulation result of relationship between 
evaluation vale (fitness) and generations 
 
 

A horizontal axis represents generations and a 
vertical axis represents evaluation value in Fig.11. A 
horizontal axis represents generations and a vertical 
axis represents the number of kinds of individuals in 
Fig.12.The proposed algorithm achieves effective 
learning as shown in Fig.11. We can see the reduction 
the number of kinds of individuals in the tenth 
generation from Fig.12.  

Moreover, Fig.13 shows the ratio of which 
individuals have the same genes at each generation. 
Fig.13(1) shows the state of each individual of initial 
generation, Fig.13(2) shows that of 11th generation, 
and Fig.13(3) shows that of 41st generation. The 
transition of state in population indicates the changing 
from global search to local search in GA.  

When Fig.13(2) is compared with Fig.13(3), 
population has a few kind of individual in 41st 
generation. It indicates the completion of learning at 
the generation. It indicates the completion of learning 
at the generation. 

Next, we experiments to evaluate the robustness of 
the proposed algorithm. The environment is changed 
every the 50th generation. Fig.14 shows the 
experimental result. A horizontal axis represents 
generations and a vertical axis represents evaluation 
value in Fig.14. And then, Fig.14 shows the state of 
diversity of the population in changing environment.. 
 
 

Table.5 Parameters for GA 
Solution space of unit for  
discretization of coordinates x  
of agent 

[30, 200] 

Solution space of unit for  
discretization of coordinates x  
of ball 

[30, 200] 

Solution space of unit for  
discretization of coordinates y  
of ball 

[30, 200] 

Solution space of previous  
unit for discretization of  
coordinates x of ball 

[30, 200] 

Solution space of previous  
unit for discretization of  
coordinates y of ball 

[30, 200] 

Solution space of learning rate [0.1, 0.5] 

Solution space of discount rate [0.5, 1.0] 

Solution space of searching rate [0.01,0.000001]
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In Fig.15, a horizontal axis represents generations and a 
vertical axis represents evaluation value as well as in Fig.12. 
The proposed algorithm enables to follow to the 
change of environment, and has achieved enough 
robustness. 
 
4.4 Simulation results: Evaluation of sharing 

knowledge technique 
Lastly, we experiments to evaluate the proposed 
sharing knowledge technique. Fig.16 shows the 
experimental result. It represents the total number of 
the rally between 100 episodes. Moreover, each 
transition of parameters, which are target of learning, 
is presented by from Fig.17 to Fig.24. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.11 Simulation result of relationship between 
evaluation vale (fitness) and generation 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.12 Simulation result of relationship between 
population versatility and generation 

 

 
 
 
 
 
 
 
 
 
 
 

 
(1) State of population in initial generation 

 
 
 
 
 
 
 
 
 
 
 
 
 

(2) State of population in 11th generation 
 
 
 
 
 
 
 
 
 
 
 
 

 
(3) State of population in 41st generation 
Fig.13 Comparison between generations 

 
We can see the proposed learning algorithm 

improves the performance of learning from Fig.13. 
However, the learning efficiency of the proposed 
algorithm is worse than that of Fig.10. We guess the 
specific case of modification of table size causes the 
decrease in the learning efficiency. The specific case is 
the case of which table size is modified from big size 
to small size, because learning information is lost. 
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Fig.14 Result of simulation for robustness in changing 
environment 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.15 State of diversity of population in changing 
environment 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.16 Result of simulation for sharing knowledge 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.17 Transition of unit for discretization of 
coordinates x of agent 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.18 Transition of unit for discretization of 
coordinates x of ball 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.19 Transition of unit for discretization of 
coordinates y of ball 
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Fig.20 Transition of previous unit for discretization of 
coordinates x of ball 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.21 Transition of previous unit for discretization of 
coordinates y of ball 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.22 Transition of learning rate of the proposed 
learning module 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.23 Transition of discount rate of the proposed 
learning module 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.24 Transition of searching rate of the proposed 
learning module 
 
 
5   Conclusion 
In this paper, we proposed the new genetic learning 
algorithm based on hierarchical evolutionary 
mechanism. The proposed learning algorithm 
introduced new adaptive action value tables and it 
enabled sharing knowledge among agents effectively. 
Regarding sharing knowledge among agents, the 
knowledge was inherited not only across the 
generations, but also in one generation. As a result, the 
proposed algorithm achieved not only effective 
learning but also robustness learning. Experiments 
using pong simulator proved the effectiveness of the 
proposed algorithm. 

In relation to future works, simulation in complex 
environment is the most important priority. We will 
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also apply the proposed learning algorithm to actual 
robot control.  
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