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Abstract: - This article presents a control method to realize tracking of linear plants that deliver a delayed and
sampled state. To do so, we make use of a class of piecewise functioning controller (PFC): bi-sampled
controller. The use of this type of controller allows sampled tracking with a delay twice as much as that on the
state’s output. Thus, we propose an optimal mathematical approach of the dynamics of our controller. We then
give an adaptation of this mathematical approach, using only the delayed and sampled state. Computer
simulation results are given so as to enhance the theoretical aspect of our method.
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1 Introduction

Discrete control of continuous plants has been
studied in various works dealing with different
criteria corresponding to control context. Many
interesting papers have been published in this area.
Among them, Kabamba [4] has proposed the use of
generalized sampled-data hold function (GSHF) in
the control of linear time-invariant systems. The
main idea of GSHF is to periodically sample the
output of the system, in order to generate a control by
means of a periodical matrix. Urikura and Nagata [5]
have proposed a discrete control with reduction of
intersample ripples. Yamamoto [6] used a concept of
piecewise defined function for which the state is
observed at sampling times and during the sampling
periods.

More recently, Koncar and Vasseur [7-10]
have defined a class of piecewise continuous
systems (PCS) using two input spaces and two time
spaces. Each input corresponds to one specific time
space. The first refers to the discrete time space
S={t . ,k=0,12,--} called switching space. The
second refers to the continuous time space
te3-S with I={te[0,«]} . Between two
switching instants, the plant is controlled from a first
input space U". At each switching instant, the plant
is controlled from a second input space V°. The
PCS controller based on this type of systems
assumes that the system is continuous between two
switching instants. In reference to the classification
of Tittus and Egardt [1], this class of control systems
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has hybrid properties and extends the concept of
compound control proposed by Laurent [2] and
Vasseur [3]. Moreover, according to Branicky’s
taxonomy of hybrid systems [11], these control units
are characterized by autonomous switching and
controlled impulses.

Shortly later, Koncar and Vasseur [12] have
studied the case where the plant is defined as
sampled data system. Thus, a control based on a
PFC bi-sampled controller has been developed in
order to realize the tracking of a state trajectory.

But in their first works they considered that
the linear time-invariant plant’s state is entirely
available. In this article, we deal with the case
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Fig.1: System for disposal

illustrated in Fig.1, where the plant’s state is not
available directly. We assume that the only available
feedback signal information is from the plant
delivered by a digital sensor (sampling period t,)

introducing a delay T, corresponding to the time
needed to process the information.
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This structure of systems is frequently
encountered in the industry when we make use of
digital technology for measure (e.g. camera) and/or
control. If we take the state-space approach, the
system’s behavior can be represented as follows:

x'=AXx+B.u 1)
2(0)=x(t-T.) =X (t-qx,) )
Matrices AeR™ and BeR™ are

commonly used state matrices with appropriate
dimensions and * represent sampling at period t, .

The paper is organized as follows. In the
section 2, we will present piecewise functioning
controller (PFC): bi-sampled controllers. In section
3, we give results of tracking with the optimal
control based on the delayed and sampled state.
Finally section 4 is dedicated to the conclusion of
the present method, the solution of tracking based
on the delayed and sampled output and an overview
of our future research.

2 PFC bi-sampled controller

The principle of PFC control is to build an
associated PFC controller whose output constitutes
the input of the plant for disposal.
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Fig.2: Two sampled-data time scale

The most important concept in this type of
controller is the two sampled time scales, as
illustrated in  Fig.2. The discrete instants
{ iT,+kt, }, noted t with T, =qt are
characterized by:

e i gives the time scale relative to switching instants,

e !

ieS={iT,,i=012--}. The discrete state of PFC:

bi-sampled controller is switched to forced values
at instants {i.T,}, noted t’; and two successive
switching instants t° and t’,
noted @,.

o k is the time scale relative to system evolution
between two switching instants. And within the

delimit a piece,
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two switching instants, the sampling period of the
PFS bi-sampled controller is t,.

The equations describing the behavior of a
PFC bi-sampled controller in the ®; piece are:

M=o +Blal k=0,.,9-1 3)
A =B vy )
Uik = Yi)‘ki+1 ©)

The state and the output of the PFC
bi-sampled controller at instant the t‘ are

respectively denoted by A% e R" and ufeR".
The two input spaces for the controller are
defined by:a € R" which is the control between
two successive switching instants, and y?e R°®
which is a control imposed at switching instants for
generating the initial state A°, as illustrated in
Fig.3a. Fig.3b gives symbolic representation of the
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Fig.3: PFS: bi-sampled controller

a Detailed representation

b Symbolic representation

¢ Discontinuity at commutation instants
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Matrices o, e R™ , B*eR™ and
y, e R™ are state representation matrices with
appropriate dimensions. The additionnal matrix

B¢ € R™ defines the relation between A% and the

controller.

input control . Generally, A% = A%} implies
discontinuity at switching instants, as illustrated in
Fig.3c.

The idea is to make use of the PFC
bi-sampled controller to achieve sampled tracking of
a state trajectory c(t) by the plant’s inaccessible
state x(t) at each switching instant i.T, and with
a delay equal to T, =qt,. Hence, we define a

control strategy to ensure x’, =c’ Vi=012,--
by using the feedback signal z(t), which is defined
in equation (2). Due to its sampled nature, this
signal z(t) will be denoted by z‘ as from now
on.

Thus, the PFS bi-sampled controller should
allow us to achieve:

z),=c¢’, Vi=012,-

3 Tracking by delayed and sampled

state

In [12], a PFC bi-sampled controller using state
feedback is defined. In this section, we assume that
the state of the plant is only available in a delayed
and sampled format. We thus adapt the PFC
bi-sampled controller for this case.

3.1 Control strategy

First, we consider the plant’s state equation, and
then we use it to define the PFC bi-sampled
controller based on the principle of Pontryagin in
order to minimize the error between the delayed
sampled state and the desired tracking trajectory.

3.1.1 Plant’s definition
In reference to the two time scales, we suppose that
the time in the ®; piece is noted t=¢+iT,,

where ¢<[0,T,]. We can write the equations as
follows:

X(t) =x(i-T, +9) =X (9)

(6)
ut) =u; (o) (7)
2, () =2(iT, + @) = X, (@) (8)
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So that we can write the state equation of the plant
by the feedback signal z(t):

Z;+1 ((P) = A'Zi+1 ((P) + B'ui ((P) (9)
And letting u; (9) = v, (), we have:
2., (p) = Az, (9) + BV, (¢) (10)

So in the @,, piece, the discrete plant’s equation
is:

2t = .25+ hyv

i+1 |+1 i+l kZO,..., q—l (11)
with: f =e** and h= je e Bdr.
3.1.2 Controller definition

In this part we apply the optimal control based on
the principle of Pontryagin to define the PFC
bi-sampled controller.

The cost criterion including the additional
constraint in the ®,,, piece is defined as follows:

q-1
1* [( - |+1)- (Cik—l_zikﬁ) |+1 GVHI] (12)

k=0
In this expression the matrices E and G are
symmetric and positive and they have appropriate
dimensions. The minimization of the cost criterion
r ensures the reduction of intersample ripples and
the moderation of control magnitude. Following the
optimal  control theory the corresponding
Hamiltonian is denoted as in [12]:

D) CE RN IVAICVRS Yo

[t +hv]

In this expression A% is the n dimension

Lagrange multiplication vector. The principle of
Pontryagin leads to:

=(f7) (f ) EC, -

Hl —G 1hT )\‘k+l

i+1

-1k
7\‘|+1

7\.k +1

* z)) (13)

(14)
In reference to section 2, in the @, piece

the equations (13) and (14) can be interpreted
respectively as the state equation and the output
equation of the PFC bi-sampled controller. We can
identify the controller’s state matrix o, =(f")*

and B, =—(f")".E , the controller’s output
matrix r,, —G‘lhT, and the controller’s input
ar, =cf, —z,, which defines a unit gain feedback

between two switching instants. On the other side,
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the value of 1%, has to be determined in order to

satisfy the tracking condition:
z((i+2).T,)=c(iT,),Vi=012,---, which is the
same as the notation z!,=c’, vi=012,--. To
calculate 2°,, we use the equations (11), (13) and
(14) to compose the new state equation:

k+1 K
Z|+1 H Zl+l +ch
M Mal o (15)
with: H:{”hGlhl(fT)lE hGlhT(fT)l}, and
(fT)’lE (fT)*l
_h.G’llhT.(fT)fllE
:l S(1)E } (16)

The resolution of equation (15) is:

)\‘q

i+l

HHH SO ek Eek] | A7)

i+l

Note: {9“

21

q
®“} =H and
22

Ej =[H"K.-H"K..-HK] - (18)

q .
i1 -

This leads to the following writing for z
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2}, =0, +0,1, +1,

i+l i+l

From the tracking

condition, we can replace zl, by ¢. Then at
each switching instant, we have:
7‘?+1 _BHI'\V?:l :®I21[C -0y Z|+1 I ] (19)

But in the equation (19), at instant t‘, the

information z°,; is not available, we only have z.
In this situation we can define a function based on

z and uf =V, toevaluate z{,

i i+1

k-q
V|+1

k-q+1

(V) = FO2f + [ R £ 2h e 0] "1 (20)

|+1

k-1
i+l

Therefore, in the ®,, piece, the PFC

bi-sampled controller is completely defined with:

w=(fO", B,=—(f)"E, r,=G*h",

B|+l = ®121 ' a'|+l = C and
Yia =0 —0,.2), -

Our controller eX|sts with the conditions that

are defined in [12]. To summarize, the matrix ©,,

must be non-singular and q greater than or equal to
the order of plant.

V.

k
|+1

3.1.3  Structure of command
The structure of command using the PFC bi-sampled
controller is represented in Fig.4. In the block the

parts () and n(z},v,) are defined respectively
by equations (18) and (20). The controller has two

Ih
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Fig.4: Structure of command
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inputs °, and a‘, which correspond to the two
time scales T, and t,. It is important to note that

in this present method, we have considered only the
case where C=1,eR™.

3.2 lllustrating example
In view of validating of our method we have
simulated the block diagram of Fig.4 by means of
Matlab®/Simulink®.

We use the same plant as defined in [12]:

i o el

The t,-sampled plant’s state equation leads to

A

tE
f —e* and h:j oA B s
0

In this example we consider that T, =1s.
Furthermore, we suppose that the desired state

trajectory is:
c,(t sin(t
c,(t) cos(t) |-

We choose E=1, and G =100 for our
controller. The results correspond to different values
of the couple {t.;q} thatsatisfy T, =qt, =1s.

We choose three couples: {2;0.5} ,
{4;0.25} and {20 ;0.05} for simulations and the
results are illustrated in Fig.5. Note that for
comparison sake, we define:

w, (t c,(t—2T
W(t) — 1( ) — l( e)
WZ (t) CZ (t - 2'Te)
It is easy to realize that the delayed sampled

state  z/ follows perfectly the trajectory

w(t) =c(t—2.Te) without oscillations between

two switching instants except a short transition at
the beginning. With the increase of g, the input
control u(t) is smoother and of lower magnitude.
Discontinuities at switching instants are less
pronounced. And we can notice its piecewise
functioning nature between with switching instants.

We also found that the results of tracking can
be ameliorated when we either increase the value of
G or decrease the value of E.

4 Conclusions and future researches
In this paper, we present a method, which is
appropriate for control of linear plants in cases
where the only available feedback comes from a
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Fig.5: Tracking by delayed and sampled state
@ g=2,t,=05s,T, =15.
(b) gq=4,t, =0.255,T, =1s.
(c) g=20,t, =0.055,T, =1s.

sensor delivering the plant’s state in a delayed (of
T, =qt,) and sampled (at t,) format.

The control unit is based on an optimal PFC
bi-sampled controller whose switching instants
matches the regular period T, equal to g times of
the sample rate t, of the sensor, thus designed for

sampled feedback. Moreover, the adaptation of this
kind of controller ensures sampled tracking at every
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switching instant i.T,,Vi=0.12,.., with a delay of
T, concerning the state and 2.T, concerning the
Sensor’s output such that:
20=x",=c’,, Vi=012,-.

Note that in every case, the PFC bi-sampled
controller shows better efficiency for small values of

T., implying faster switching of the controller. The
method, tested in computer simulation, is reliable,
and robust against slight time variations of the
parameters (A and B) of the plant.

We have also the solution to adapt the PFS
bi-sampled controller to realize the tracking
trajectory z’=C.c’,, Vi=012,--- where the
output matrix is CeR™" =1,. In this case, the

feedback is based on the delayed and sampled
output. This part will be published later.

As a perspective of study, we consider further
tests of the method in practical system and its
establishment on nonlinear processes.
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