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Abstract : - This paper introduces modified versions of the K-Means (KM) and Moving K-Means (MKM) 

clustering algorithms, called the Two-Dimensional K-Means (2D-KM) and Two-Dimensional Moving K-

Means (2D-MKM) algorithms respectively. The performances of these two proposed algorithms are compared 

with three of the commonly used conventional clustering algorithms, namely K-Means (KM), Fuzzy C-Means 
(FCM), and Moving K-Means (MKM). The new algorithms incorporate the median value of considered pixel 

intensity with its neighboring pixel; together with the pixel’s own intensity for the assigning process of the 

pixel to the nearest cluster. From the observed qualitative and quantitative results, it is proven that 2D-KM and 
2D-MKM perform better than KM, FCM, and MKM in terms of producing more homogeneous segmentation 

results, while taking shorter time in executing the process as compared to FCM. 

 
 

Key-Words: - Two-Dimensional K-Means (2D-KM), Two-Dimensional Moving K-Means (2D-MKM), Image 

Segmentation, Clustering.  
 

 
1 Introduction 
Along with the fast development of consumer 

products      in digital imaging and photography, 
there are numerous applications of segmentation 

process, especially in machine vision. Image 

segmentation is an important part in understanding 

many computer vision-based systems [1]. There are 
more than one approach in segmentation process, 

including region growing [2],[3], clustering 

[1],[4],[5] edge detection [6],[7], template matching 
[8],[9], and thresholding [10],[11].  

Clustering has been implemented widely in the 

diverse scientific field, such as pattern recognition 
[12]-[14], machine learning [15],[16], spectral 

clustering [17], and medical image processing 

[1],[18]-[21]. In the medical image segmentation, 

most applications involve automatic extraction of 
features from the image which is then used for a 

variety of classification tasks, such as distinguishing 

normal tissues from abnormal tissues [20], or in the 
segmentation of soft tissues [21]. 

As many clustering algorithms have been 

developed over the years, with improvements 
proposed over time, the segmentation ability of each 

clustering algorithm is steadily improved through 

time. Some of the most widely used and studied 

clustering algorithms are K-Means (KM), Fuzzy C-
Means (FCM), and Moving K-Means (MKM).  

K-Means algorithm was originally proposed by 

Forgy and MacQueen in 1967 [22]. In image 
processing, KM clustering algorithm assigns a pixel 

to its nearest cluster centre using the Euclidean 

distance based on the pixel’s intensity value. Later 
in 1973, Dunn had developed the FCM clustering, 

which was later further improved by Bezdek in 1981 

[22]. This algorithm allows a data to be a member of 

more than one cluster with a certain level of 
membership.  

 Reference [23] has proposed the MKM clustering 

algorithm to overcome limitations of KM which 
are[4],[24]: 

 Its dependency on initialization. 

 It is sensitive to outliers and skewed 

distributions. 

 It may converge to local minimum. 

 It may miss a small cluster. 

In addition, the MKM algorithm also minimizes 
dead centres and centre redundancy problems while 

indirectly reducing centres to be trapped at local 

minima [25].  

All of the aforementioned algorithms perform the 
clustering process based on a single local parameter, 

namely the intensity value of a pixel. As in 

numerous image processing techniques (i.e. such as 
filtering, contrast enhancement etc) the feature of a 

pixel is commonly correlated to the effect of its 
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neighbouring pixels. By discarding this correlative 

behaviour, certain amount of image information is 

lost during the process. Hence, often in segmenting 

an image by using conventional one-dimensional 
clustering, the following limitations are observed: 

 Noise pixels are considered as an independent 

feature, wrongly assigned to clusters, and stay 

visible after the segmentation process. 

 By discarding the correlative effects of spatial 

parameters on a pixel, there are probabilities of 

information in an image being lost. 

 The performance may degrade rapidly as the 

spatial interaction between pixels becomes 
more dominant than the gray level values [26]. 

 In 1989, a study was carried out to utilize more 

information in an image, by using two-dimensional 

entropies (intensity/local average intensity) 
histogram into segmentation [26].  Since then, 

researchers have gone into utilizing spatial 

characteristics into image thresholding [27]-[30] and 
clustering [31]-[34]. These approaches have been 

proven to reduce  information lost and noisy pixel 

interference in segmented images. Amongst the 
proposed methods, most threshold approaches use 

(intensity/local average intensity) of a pixel as 

spatial parameters, while most clustering approaches 

are adapting non-local spatial parameters to the 
Fuzzy C-Means clustering algorithm with 

modification on its calculation on membership. 

Whilst average intensity of local neighbouring 
pixels have always been an important spatial 

information of a pixel, the median value of 

neighbouring pixels may serve just as well, with 

insensitivity towards the skewness of intensity 
histogram as an advantage.   

Thus, in this study we have chosen to incorporate 

local median as spatial information into KM and 
MKM clustering algorithms during the 

segmentation process in order to minimize 

information loss and produce a more homogeneous 
segmented image with less noise in the segmented 

regions. 

The rest of this paper is organized as such: in 

Section 2 the proposed clustering algorithms are 

explained.  Section 3 explains the methods of data 

analysis being used in this study. Section 4 analyses 

the results obtained from the proposed algorithm 

and evaluate its performances as well as comparison 

made with several selected conventional clustering 

algorithms by using both qualitative and quantitative 

analyses. Finally, Section 5 concludes the work of 

this paper. 

 

 

2 Proposed Approach 
As mentioned in Section I, the conventional KM 

and MKM clustering algorithms employ the nearest 

Euclidean distance concept in assigning pixels to 

their respective cluster, with pixels’ intensity values 
as a sole parameter in this particular approach. We 

focus on the modification and enhancement of both 

algorithms by incorporating a new local spatial 
parameter in determining the nearest Euclidean 

distance, which is the value of the intensity median 

of the considered pixel and its 3×3 neighboring 

pixels. The proposed algorithms are known as 2D-
KM and 2D-MKM. For the implementation of the 

proposed clustering algorithms, consider N as the 

number of data to be clustered into nc regions or 
clusters. Let vt be the t-th data where t =1,2,…,N and 

ck is the k-th centre.  

 
 

2.1 Two-Dimensional K-Means Clustering 

Algorithm 
Generally, the conventional KM clustering 

algorithm will minimize the following objective 

function of partitioning a dataset 
 N

ttv
1 into k-th 

centre, ck [28]: 
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where 
 . 

stands for a distance measure that is 

normally taken to be the Euclidean norm. In 
segmenting an 8-bit gray scale digital image with 

256 gray levels in the interval [0, 255] by the 

conventional KM, vt = p(x,y) where p(x,y) is the 
pixel at location (x,y) with the intensity p (where 

x=1,2,3,…,R and y=1,2,3,…., S, with R and S are 

number of columns and rows of the image 

respectively). With predetermined initial values for 
all clusters, all data will be first assigned to the 

nearest centre based on the Euclidean distance. 

Then, the new position for each centre is calculated 
using: 
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The process is repeated until the value of all centres 
no longer change. In order to include the effect of 

the local spatial information of an image (i.e. 

median intensity value of 3×3 neighboring pixels) as 
in the proposed 2D-KM, the vt and ck are modified 

and represented by (3) and (4) respectively: 
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where tINTv  is the intensity vector of t-th data, tMEDv  

is the median vector of t-th data, and kcn
is number 

of pixels assigned to k-th centre.  

 

 

2.2 Two-Dimensional Moving K-Means 

Clustering Algorithm 

For the proposed 2D-MKM clustering 

algorithm, it uses the similar concept of the 

conventional MKM proposed by [35]. Concept 

of fitness is introduced to ensure that each 

cluster should have a significant number of 

members and final fitness values before the new 

position of cluster is calculated. The fitness for 

each cluster is calculated using:  

 

 
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kct
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)(     (5) 

 

where in the proposed 2D-MKM, vt and ck are 

represented by (3) and (4) respectively. From 

(5), Cs and Cl the centre with the smallest and 

the largest fitness values respectively, are 

determined. Based on the MKM algorithm the 

relationship between Cs and Cl should satisfy 

the following condition: 
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where αa is a small constant value, initially set 

to be equal to αo. αo is a designated constant 

with value in range 0<αo<1/3. If (6) is not 

fulfilled, the members of Cl which are larger 

than Cl are assigned as members of Cs while the 

rest are maintained as the members of Cl. Then, 

the positions of Cs and Cl are recalculated 

according to (7) and (8) respectively: 
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The value of αa is then updated according to: 

 

caaa n/                                              (9) 

 

The above processes are repeated until (6) is 

fulfilled. After the (6) is fulfilled the following 

condition is observed: 

 

f(Cs)  b f(Cl)                                              (10) 

 

If it is not fulfilled, all processes are repeated. 

In each iteration, the value of 
b  is updated 

according to: 

 

cbbb n/                                       (11) 

 

While the value of αa is reset to αo.  

 

 

3 Data Analysis 
In order to analyze the segmented performance for 

processing images, a total of 73 gray-scale standard 

images have been tested using the conventional and 
proposed clustering algorithms. In addition, for 

evaluation on real world applications, all clustering 

algorithms were applied on medical pathology 
image of cervical cells.  

Each image is tested using KM, FCM, MKM, 2D-

KM, and 2D-MKM clustering algorithms with three 

different number of clusters; three, four, and five. 
Ten standard images and five Thin-Prep cell images 

are elaborated qualitatively. The rest of the tested 

images’ results will be used for average quantitative 
performance analysis. In evaluating a clustering 

process, there are no predefined classes and 

examples that show what kind of desirable relations 
should be valid amongst data [36]. However there 

are analyses which have been proposed to evaluate 

the quality of segmentation of clustering algorithms 

[37],[38]. In this study, four types of quantitative 
analyses are used, namely F(I), F’(I), Q(I), and 

processing time. 

In image and signal processing applications, short 
processing time is one of the most desired 

capabilities and has always been one of the most 

important benchmark in determining field 

performance. In image processing, it also denotes 
the simplicity of an algorithm. Thus, we have taken 

this parameter into consideration. In addition, a 

good segmentation should incorporate the following 
criteria [39]: 
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 The segmented regions must be uniform and 

homogeneous. 

 The region’s interiors must be simple, without 

too many small holes. 

 Adjacent regions must present significantly 

different values for uniform characteristics. 

In 1994, Liu and Yang designed a function which 
caters for evaluating a segmentation performance 

based on all the aforementioned criteria [37]: 
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where I is the segmented image,  N×M is the image 

size, R is the number of regions in the clustered 

image, Ai  is the area, and ei is the Euclidean 
distance between the gray level color vectors of the 

pixels of i-th region and the color vector attributed 

to region i in the segmented image. In 1998, 
Borsotti et al revised the F(I) function and came up 

with F’(I) and Q(I) evaluation functions[38]: 
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where for (13), R(A) is the number of region having 
exactly area A, and Max is the area of the largest 

region in the segmented image.  In (14), R(Ai)  is the 

number of regions having an area equal to Ai. As 

observable from the functions, bigger number of 
regions, and a smaller region size will yield a larger 

result of F(I), F’(I) and Q(I). Thus lower values of 

all three functions are desired as it proves that the 
segmentation done produces a smoother and more 

homogeneous segmentation where the number of 

noisy pixels presented in the segmented image is 
minimized. 

 

 

4 Result and Discussion 

 
4.1 Qualitative Analysis 
In image processing and computer vision, image 

segmentation is a process of partitioning an image 

into multiple regions that are homogeneous with 
respect to one or more characteristics [40]. By using 

both standard images and medical images, we will 

visually study the ability of proposed algorithms in 

segmenting images for general applications and also 

for professional needs, such as in the medical field.  

4.1.1 Standard Image 

 

    

    

 

  

 

Fig. 1. Original standard images. From top left: 

Man, House, Flower, Lady, Nature, Elaine, Air 
Force, Tree, Peppers, Bird. 

 

For standard images as shown in Fig. 1, ten 
images namely Man, House, Flower, Lady, Nature, 

Elaine, Air Force, Tree, Peppers, and Bird have 

been chosen as test images for qualitative 
evaluation. The resultant images after applying the 

KM, FCM, MKM, 2D-KM, and 2D-MKM for 

number of clusters equal to 3, 4, and 5 are shown in 

Figs. 2 to 4 respectively. In all images, arrows are 
used to indicate the differences between these 

resultant images.  

As seen in Fig. 2, when the number of clusters is 
set at 3 clusters, for the image Lady, the hand and 

face areas are more homogeneously segmented by 

the 2D-KM and 2D-MKM compared to the 
conventional clustering algorithms. Both proposed 

algorithms managed to give a cleaner segmented 

area of hand without any noise pixels which can be 

seen in results of conventional clustering 
algorithms. The 2D-MKM algorithm removed all 

small isolated regions in the face area, which could 

be seen in resultant image of the KM, FCM, MKM, 
and 2D-KM. Furthermore, although all conventional 

algorithms have difficulties in segmenting 

homogeneous background area, the proposed 2D-

KM and 2D-MKM discard most of the untamed hair 
strands of the lady, making the background area 

more homogeneous. The segmented result of Air 

Force shows similar observations. The KM, FCM, 
and MKM algorithms have managed to segment the 

background into a single region, but with the 

presence of small regions inside it, this contributes 
to a less homogeneous clustering result. These small 

insignificant regions are successfully reduced by the 
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proposed 2D-KM and 2D-MKM algorithms. 

Furthermore, for the image titled Tree, a more 

homogeneous segmentation result could be seen in 

the leaves and tree regions when segmented using 
the proposed 2D-KM and 2D-MKM clustering 

algorithms. 

Fig. 2. Segmented image with number of clusters 

equals to 3. First column: Image processed with 

KM. Second column: Image processed with FCM. 
Third column: Image processed with MKM. Fourth 

column: Image processed with 2D-KM. Fifth 

column: Image processed with 2D-MKM. 
 

As we increase the number of clusters to 4 (as 

shown in Fig. 3), the segmented images of Lady still 
show more homogeneous face, hand, and 

background areas for the proposed 2D-KM and 2D-

MKM as compared to the conventional KM, FCM, 

and MKM clustering algorithms. For the image 

labeled Air Force, the results clearly show that both 
the 2D-KM and 2D-MKM give much better results 

in segmenting this image, by successfully 

segmenting the background (i.e. land) area into a 
homogeneous single region while the conventional 

algorithms segmented it into two different regions.  

 

Fig. 3. Segmented image with number of clusters 

equals to 4. First column: Image processed with 
KM. Second column: Image processed with FCM. 

Third column: Image processed with MKM. Fourth 

column: Image processed with 2D-KM. Fifth 

column: Image processed with 2D-MKM. 
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For the Tree image, comparing all tested 

clustering algorithms, more homogeneous 

segmentation results can be seen in the leaves and 

tree areas when segmented using the 2D-KM and 
2D-MKM clustering algorithms as compared to 

those using the KM, FCM, and MKM algorithms. 

Fig. 4. Segmented image with number of clusters 

equals to 5. First column: Image processed with 

KM. Second column: Image processed with FCM. 
Third column: Image processed with MKM. Fourth 

column: Image processed with 2D-KM. Fifth 

column: Image processed with 2D-MKM. 
 

For 5 clusters segmentation results (as 

shown in Fig. 4), it is still observed that image Lady 

has more homogeneous face and hand regions when 

processed using the 2D-KM and 2D-MKM. The 

conventional clustering methods have poorly 

produced small isolated regions inside these two 

areas. For image Air Force, a single-clustered 
background is achieved only by using the proposed 

clustering methods.  

Finally, the leaves and shadow regions of the tree 

in Tree image processed using the conventional 

KM, FCM, and MKM clustering algorithms are less 

homogeneous, unlike the ones processed using the 

2D-KM and 2D-MKM. In general, regardless of the 

number of clusters, the 2D-KM and 2D-MKM 

algorithms continue producing more homogeneous 

segmented images as compared to the KM, FCM, 

and MKM algorithms.  

 

 

4.1.2 Case Study – Medical Images 

Segmentation 

For evaluation on case study (i.e. medical image 

segmentation), we have purposefully selected 

cervical cell images. The main objective of medical 

image segmentation is to extract and characterize 

anatomical structures with respect to important 

features for expert interpretation [18]. In such 

application, issues such as limited spatial resolution, 

poor contrast, noise, and non-uniform intensity 

variations make accurate segmentation a difficult 

task [41].  

For the segmentation of cervical cell image, the 

number of clusters is set to 3 in order to segment the 

images into background, nucleus, and cytoplasm 

regions. A good clustering algorithm should not 

only be able to cluster these images into 

background, cytoplasm, and nucleus regions, but it 

also needs to preserve dimensional criteria of the 

cell such as the size of nucleus and cytoplasm. 

These criteria are important to pathologists in 

screening for cell abnormalities.  

Fig. 5 shows 5 cervical cell images used as test 

images, while Fig. 6 presents the resultant images of 

test images segmented using the conventional KM, 

FCM, MKM, and the proposed 2D-KM, and 2D-

MKM algorithms. Noted from Fig. 6, the 2D-KM 

clustering algorithm is able to cluster all cell images 

into background, cytoplasm, and nucleus regions 

with less ‘holes’ in the nucleus and cytoplasm areas, 

two important features which are crucial for 

features’ extraction of dimensions (i.e. size, area) of 

a cell. Smoother cytoplasm areas are produced as 

compared to those produced by the KM, FCM, 

MKM, and 2D-MKM algorithms. Thus these 

findings prove that 2D-KM has better potential in 
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the application of segmenting pathological-standard 

images as compared to the conventional clustering 

algorithms. 

 

 

 

 
 

 

 
 

 

 
Fig. 5. Original Image of  (from top left) Cell1, 

Cell2, Cell3, Cell4, Cell5. 

 

Fig. 6. Segmented cervical cell image with number 

of clusters equal to 3. From top down: Cell1, Cell2, 

Cell3, Cell4, Cell5. First column: Image processed 

with KM. Second column: Image processed with 

FCM. Third column: Image processed with MKM. 

Fourth column: Image processed with 2D-KM. Fifth 

column: Image processed with 2D-MKM. 

 

 

4.2 Quantitative Analysis 
Tables 1 to 5 show the results of the quantitative 

analysis for standard images. The best results 

obtained for all analyses are made bold. As seen in 

Tables 1 to 3, when clustering the tested images into 
3 clusters, the F(I), F’(I), and Q(I) values for the 

2D-KM and 2D-MKM are smaller as compared to 

those stemming from the KM, FCM, and MKM 
algorithms. This proves better segmentation 

qualities obtainable from both algorithms.  

As the number of clusters increases to 4 and 5 

clusters, the proposed 2D-KM and 2D-MKM 

algorithms still produce better results as compared 

to the conventional methods. As these three 
functions are designed to penalize images with too 

many regions, ‘holes’, and noise, thus the results 

support the qualitative analysis where the resultant 
images segmented using the 2D-KM and 2D-MKM 

consist of  more homogeneous and smoother 

regions. In developing clustering algorithms, one of 
the most important features is the simplicity and less 

time-consumption of an application. Thus, 

processing time analysis aims to favor an algorithm 

which takes less time to execute. From Table 4, it 
can be observed that even though the proposed 

algorithms does not execute in the shortest time, the 

readings are still in small variance from the 
conventional algorithms and is still comparable. In 

almost all of the images, the 2D-KM and 2D-MKM 

algorithms execute faster than the conventional 
FCM algorithm. 

 

 

Table 1 : Quantitative evaluation F(I) on segmented 

standard images 

    

  

     

     

     

     

     

No of 

Clusters 
Image 

F(I) For Clustering Algorithms (*1.0e+3) 

KM FCM MKM 2D-KM 
2D-

MKM 

3 

Man 1.0528 2.0400 1.7018 0.8447 1.3301 

House 1.5793 3.8532 1.5757 1.1209 1.0761 

Flower 1.0388 2.8542 1.0838 0.8475 0.8408 

Lady 2.4413 3.3044 2.4413 1.9761 2.0348 

Nature 1.6340 3.2572 3.5218 1.2741 1.9674 

Elaine 1.0452 1.1108 1.1450 0.8213 0.8125 

Peppers 1.4755 2.6298 2.4174 1.2745 1.3683 

Air Force 0.6032 0.5650 0.6032 0.4375 0.4371 

Bird 2.1114 5.6279 2.2753 1.8893 1.9238 

Tree 2.0412 7.7388 2.2159 1.8408 2.4957 

4 

Man 0.5675 1.0935 0.7427 0.4780 0.4891 

House 0.8131 1.5459 0.8413 0.6325 0.7368 

Flower 0.7888 1.0612 0.9338 0.7738 1.2307 

Lady 2.2426 1.3853 2.2417 1.6901 1.7540 

Nature 0.5786 1.1919 1.7883 0.5317 0.9795 

Elaine 0.3077 0.3304 0.7466 0.2384 0.9518 

Peppers 1.3236 1.3073 1.6919 0.6039 1.0185 

Air Force 0.2417 0.4236 0.4142 0.8439 0.6167 

Bird 1.0792 1.8317 1.3749 0.7246 1.6643 

Tree 0.8303 1.6700 0.8721 1.0123 0.9993 

5 

Man 0.3593 0.5211 0.5865 0.3524 0.4226 

House 0.5038 0.7566 0.6273 0.4238 0.5054 

Flower 0.4184 0.6968 0.6592 0.3910 0.3967 

Lady 0.4187 1.0647 0.6428 0.4860 0.6213 

Nature 0.4335 0.5567 0.9825 0.3853 0.6262 

Elaine 0.1714 0.3209 0.3392 0.1577 0.2756 

Peppers 0.5889 0.6065 0.9115 0.5801 0.6464 

Air Force 0.2902 0.2446 0.2899 1.0412 0.6888 

Bird 0.6412 0.7015 0.7268 0.5243 0.6548 

Tree 0.6170 0.7213 0.7053 0.7625 0.9135 
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 Table 2 : Quantitative evaluation F’(I) on 

segmented standard images 

Table 3 : Quantitative evaluation Q(I) on segmented 

standard images 

Table 4 : Execution time (in seconds) 

 

Table 5 : Average quantitative evaluation functions 
on 73 standard images 

  

 To study the ability of proposed algorithms to 
perform on a wider scale of standard image 

applications, we have tested 73 standard  images, 

and the average results are tabulated in Table 5. All 

quantitative analysis functions are relatively low for 
the proposed 2D-KM algorithm. Even though 2D-

MKM does not give the best result when compared 

to the conventional algorithms, but it performs 
better than FCM and MKM. By incorporating two-

dimensional Euclidean distance into KM by adding 

No of 

Clusters 
Image 

F'(I) For Clustering Algorithms (*1.0e+2) 

KM FCM MKM 2D-KM 
2D-

MKM 

3 

Man 1.1007 2.1436 1.7802 0.9006 1.4145 

House 1.6194 3.9564 1.6200 1.1703 1.1242 

Flower 2.0556 3.5704 2.0549 1.6291 1.4928 

Lady 2.5197 3.4114 2.5197 2.0754 2.1370 

Nature 1.6817 3.3416 3.6445 1.3374 2.0769 

Elaine 1.0835 1.1523 1.1897 0.8678 0.8602 

Peppers 1.4986 2.6667 2.4550 1.3066 1.4060 

Air Force 0.6263 0.5891 0.6263 0.4617 0.4627 

Bird 2.2254 5.8615 2.3992 2.0276 2.0582 

Tree 2.1140 7.9366 2.2923 1.9384 2.6081 

4 

Man 0.5884 1.1369 0.7691 0.5064 0.5157 

House 0.8335 1.5846 0.8643 0.6585 0.7657 

Flower 0.8179 1.1022 0.9606 0.8102 1.2762 

Lady 2.3030 1.4247 2.3020 1.7607 1.8289 

Nature 0.5944 1.2206 1.8377 0.5549 1.0213 

Elaine 0.3162 0.3400 0.7736 0.2500 0.9995 

Peppers 1.3448 1.3255 1.7182 0.6169 1.0409 

Air Force 0.2467 0.4318 0.4215 0.8769 0.6416 

Bird 1.1226 1.9011 1.4383 0.7608 1.7658 

Tree 0.8485 1.7167 0.8912 1.0464 1.0324 

5 

Man 0.3703 0.5389 0.6078 0.3689 0.4438 

House 0.5155 0.7750 0.6421 0.4405 0.5263 

Flower 0.4284 0.7230 0.6789 0.4065 0.4118 

Lady 0.4289 1.0914 0.6595 0.5046 0.6454 

Nature 0.4430 0.5718 1.0054 0.3992 0.6513 

Elaine 0.1756 0.3297 0.3488 0.1645 0.2895 

Peppers 0.5961 0.6135 0.9221 0.5924 0.6601 

Air Force 0.2960 0.2498 0.2957 1.0746 0.7121 

Bird 0.6612 0.7213 0.7510 0.5473 0.6832 

Tree 0.6274 0.7355 0.7177 0.7836 0.9426 

No of 

Clusters 
Image 

Q(I) For Clustering Algorithms (*1.0e+4) 

KM FCM MKM 2D-KM 
2D-

MKM 

3 

Man 0.1845 0.4675 0.3632 0.1533 0.2795 

House 0.3196 1.0006 0.3138 0.2240 0.2083 

Flower 0.4562 0.8437 0.4561 0.3445 0.2849 

Lady 0.7216 0.8334 0.7216 0.5541 0.5719 

Nature 0.3038 0.6699 0.9542 0.2344 0.4523 

Elaine 0.3426 0.3833 0.3933 0.2792 0.2784 

Peppers 0.3251 0.6850 0.6365 0.2651 0.3003 

Air Force 0.2572 0.2391 0.2572 0.1888 0.1883 

Bird 0.5418 1.0476 0.5942 0.4817 0.5023 

Tree 0.3935 2.0958 0.4651 0.3250 0.4985 

4 

Man 0.0752 0.1978 0.1234 0.0648 0.0706 

House 0.1162 0.3073 0.1186 0.0895 0.1120 

Flower 0.1780 0.1893 0.1414 0.1608 0.2437 

Lady 0.5883 0.2565 0.5882 0.4044 0.4357 

Nature 0.0757 0.1740 0.3632 0.0637 0.1800 

Elaine 0.0562 0.0596 0.1843 0.0431 0.3041 

Peppers 0.2990 0.3420 0.4438 0.1023 0.1998 

Air Force 0.0748 0.1281 0.1374 0.3616 0.2552 

Bird 0.2394 0.3599 0.3280 0.1106 0.4111 

Tree 0.1230 0.3001 0.1322 0.1341 0.1311 

5 

Man 0.0434 0.0678 0.0844 0.0508 0.0502 

House 0.0725 0.1087 0.1012 0.0578 0.0785 

Flower 0.0708 0.1454 0.1041 0.0627 0.0592 

Lady 0.0701 0.2046 0.1379 0.0719 0.1146 

Nature 0.0701 0.0709 0.1896 0.0430 0.0886 

Elaine 0.0299 0.0589 0.0626 0.0249 0.0519 

Peppers 0.2075 0.2685 0.3072 0.1005 0.1186 

Air Force 0.0955 0.0764 0.0955 0.4470 0.2956 

Bird 0.0997 0.0920 0.1179 0.0758 0.1016 

Tree 0.1678 0.1206 0.1643 0.0954 0.1135 

No of 

Clusters 

 

Image 

 

Clustering Algorithms 

KM FCM MKM 
2D-

KM 

2D-

MKM 

3 

Man 1.66 2.08 1.67 2.08 1.60 

House 1.49 1.80 1.48 1.88 2.79 

Flower 1.50 2.28 1.41 1.57 1.60 

Lady 1.41 1.53 1.53 1.74 1.64 

Nature 2.62 1.74 1.48 1.77 1.55 

Elaine 1.53 1.89 1.52 1.53 2.81 

Peppers 1.48 2.82 2.57 1.65 2.78 

Air Force 1.52 1.82 1.43 1.69 1.62 

Bird 1.47 1.80 2.57 1.58 2.89 

Tree 1.55 3.09 1.44 1.65 2.76 

4 

Man 1.57 2.74 1.47 2.34 1.58 

House 1.51 3.88 2.63 1.65 1.64 

Flower 1.48 3.96 1.50 2.67 2.89 

Lady 1.52 2.45 1.49 2.34 2.89 

Nature 2.69 3.09 2.60 2.94 1.57 

Elaine 1.53 2.39 2.58 2.11 1.57 

Peppers 1.45 3.18 2.59 1.90 1.57 

Air Force 1.49 3.51 1.48 1.88 2.81 

Bird 1.55 2.35 1.40 1.74 1.60 

Tree 1.69 1.80 2.64 2.58 1.59 

5 

Man 2.96 6.46 1.52 3.99 1.63 

House 1.61 3.27 2.67 2.87 1.61 

Flower 2.79 2.98 1.48 2.69 1.64 

Lady 1.73 2.10 2.57 4.71 1.68 

Nature 1.59 8.55 1.45 2.55 1.62 

Elaine 1.53 2.57 2.55 2.05 1.63 

Peppers 3.16 5.90 1.51 3.15 1.64 

Air Force 2.61 1.86 1.46 2.58 1.71 

Bird 1.62 4.75 1.49 2.95 1.61 

Tree 1.63 3.22 1.45 2.21 1.65 

No of 

Cluster 
Algorithm 

Quantitative Functions 

F(I) F'(I) Q(I) 

(*1.0e+4) (*1.0e+3) (*1.0e+4) 

3 

KM 0.1677 0.1729 0.4279 

FCM 0.3518 0.3623 0.9791 

MKM 0.1999 0.2063 0.5393 

2D-KM 0.1415 0.1478 0.3540 

2D-MKM 0.1675 0.1752 0.4413 

4 

KM 0.0908 0.0931 0.2131 

FCM 0.1426 0.1463 0.3461 

MKM 0.1147 0.1177 0.2783 

2D-KM 0.0898 0.0930 0.1898 

2D-MKM 0.1150 0.1192 0.2656 

5 

KM 0.0599 0.0610 0.1878 

FCM 0.0705 0.0722 0.1981 

MKM 0.0680 0.0696 0.1986 

2D-KM 0.0574 0.0592 0.1239 

2D-MKM 0.0841 0.0869 0.2016 

WSEAS TRANSACTIONS on COMPUTERS Intan Aidha Yusoff, Nor Ashidi Mat Isa

ISSN: 1109-2750 339 Issue 10, Volume 10, October 2011



a new parameter (i.e. spatial information of intensity 

median), we have managed to increase the 

performance of the conventional KM by 34% in 

average. 
 As for the pathology images, the results of 

execution time and all three functions as shown in 

Table 6 to Table 9 have further verified the good 
and comparable performance of the proposed 

algorithms. The 2D-KM algorithm yields the best 

results for all tested images, while the 2D-MKM 
gives better result than all conventional clustering 

algorithms; making both proposed algorithms 

surface with better overall performance. These 

findings suggest that the 2D-KM and 2D-MKM are  
able to offer better performance in segmenting 

pathological images for medical purposes. 

 

Table 6 : Quantitative evaluation F(I) on segmented 

pathology image 
 

 

Table 7 : Quantitative evaluation F’(I) segmented 

pathology image 

 

Table 8 : Quantitative evaluation Q(I) on segmented 

pathology image 

 
 

Table 9 : Execution time (in seconds) 

 

 

5 Conclusion 
In this paper, two modified versions of the 

conventional KM and MKM clustering algorithms 

have been introduced, namely the 2D-KM and 2D-

MKM clustering algorithms. Both algorithms were 
tested against standard images and cervical cell 

images (i.e. as case study) qualitatively and 

quantitatively. From the results, it is observed that 
both 2D-KM and 2D-MKM perform better as 

compared to conventional KM, FCM, and MKM 

clustering algorithms. Qualitatively, the images 

produced by the proposed algorithms are more 
homogeneous and smoother. Quantitatively, the 2D-

KM and 2D-MKM algorithms give lower readings 

of F(I), F’(I), and Q(I), which are desired in image 
segmentation. Execution times of the proposed 

algorithms are also shorter than FCM in most cases, 

further adding to their advantages when compared 
against conventional clustering algorithms. As a 

conclusion, the new proposed 2D-KM and 2D-

MKM clustering algorithms perform better than the 

conventional KM, FCM, and MKM clustering 
algorithms in terms of quality and which credibility 

further proven in their quantitative records.  
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