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Abstract: - This paper proposes a novel edge detection method for both gray level images and color images, 

and which can overcome the limitations of gradient-based edge detection methods. A vector distance between 

feature vector and minimum vector which determines the edge intensity is defined based on four directional 

summed magnitude differences in a mask, and partial normalization is applied to facilitate threshold selecting. 

This paper also proposes an improved approach to determine the edge direction. According to the improved 

edge direction, non-maxima suppression is applied to thin edges, and final edges are extracted automatically 

using OTSU, even in a changing environment. Extensive experimental results have demonstrated that the pro-

posed method does well in keeping low-contrast edges, selecting threshold and processing time. 
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1 Introduction 
Edge detection has become one of the topics of most 

active and continuing interest because it is the basis 

and key issue in image processing and computer 

vision. There are many edge detectors proposed dur-

ing the past two decades. Among all existing me-

thods, those gradient-based detectors are the most 

classic and widely used due to their simplicity and 

efficiency, such as Sobel, Roberts, Prewitt, Lapla-

cian, Canny [1, 2]. Nevertheless, they suffer from 

some practical limitations. 

First, the traditional edge detection methods 

mostly adopt the first-order or second-order deriva-

tive to calculate gradient magnitude, a pixel belongs 

to the edge map only when the associated gradient 

magnitude is sufficiently large, so the gradient mag-

nitude alone is insufficient to determine all the mea-

ningful edges [3]. Based on the ambiguity caused by 

the underlying pixel pattern, scholars have proposed 
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many improved and some new edge detection me-

thods. The edge detector proposed by Meer and 

Georgescu uses a confidence measure to reduce this 

ambiguity, and detailed edges can be well preserved 

[4]. Liang and Looney propose a competitive fuzzy 

edge detection method (CFED for short) through 

introducing fuzzy competition, and it’s isotropic and 

low sensitive to noise [5]. Chung-Chia Kanga and 

Wen-June Wang propose a novel edge detection 

method based on the maximizing objective function 

(MOF for short), this method can avoid the occur-

rence of double edges and is applicable for color 

images [6]. 

Secondly, the gradient-based edge detection me-

thods increase the computational complexity be-

cause calculations, such as square root and arctan-

gent [3]. Most of the existing methods compute 

edge direction by maximizing four-directional 

summed magnitude differences to replace arctan-

gent [6]. To decrease the computational cost, D.S. 

Kim, W.H. Lee, I.S. Kweon determine the edge 

magnitude using only elementary operations and the 

edge orientation by indexing the lookup table (LUT), 

where the LUT is constructed offline a priori for 

256 ideal binary patterns [3]. 

Thirdly, the gradient-based edge detection me-

thods need to set an appropriate threshold, however 

this threshold usually requires the trial and error 

adjustment to produce a satisfactory edge result for 

each different input image [3]. Most of the existing 

thresholding techniques are the improvement of Ot-

su and Canny’s double-threshold [7-9]. Recently, 

many new approaches are proposed. Shuai Wan et 

al. improve the threshold selecting method based on 

the human visual system, which can effectively re-

move insensitive edges for human eyes [10]. LUO 

Tao et al. propose a new thresholding method ac-

cording to the histogram of gradient. However these 

methods may be ineffective in a changing environ-

ment [11]. 

Finally, these gradient-based edge detectors use 

gray level images, and they will useless for color 

images because the representation of a pixel is not 

only a gray level but a vector in color models, e.g. 

RGB, HUV, YCbCr, etc., and each model has its 

own properties in color science [6]. Many of the 

existing approaches extend gray level edge detectors 

to each color model, and then integrate them to get 

the final edges [12-14]. In this case, the vector prop-

erties of color image can’t be well preserved. Tra-

hanias and Venetsanopoulos propose the famous 

vector order statistics color edge detectors, such as 

vector range (VR) edge detector, vector dispersion 

(VD) edge detector, minimum vector range (MVR) 

edge detector, and minimum vector dispersion 

(MVD) edge detector [15, 16]. These approaches do 

not have the disadvantages of the previous ones. 

However none of the methods mentioned above 

can overcome all of the above limitations success-

fully. So we present a novel edge detection method 

to overcome these limitations in this paper. Based 

on the maximizing vector distance, a new edge in-

tensity calculation method is proposed. And we also 

improve the traditional edge direction calculation 

method. By applying partial normalization, final 

edges are extracted automatically using Otsu even in 

a changing environment. The proposed approach 

does not perform contour tracking as does the Can-

ny edge detector, so it requires less time than Canny. 

By compared to some previous methods, we have 

shown the effectiveness of the proposed method. 

The remainder of this paper is organized as fol-

lows. In section 2, the proposed approach is pre-

sented. Section 3 proposes a color edge detection 

method which is extended from the method de-

scribed in Section 2. The experimental results com-

pared to some previous methods are displayed in 

Section 4. Finally, we present conclusions in Sec-

tion 5. 

 

 

2 Edge detection methodology 

A 3×3 mask containing the center pixel p5 and its 

eight neighbor pixels is shown in Fig. 1 (a). Fig. 1 (b) 

shows the four directions in which edges may ap-

pear. The bi-directional summed magnitude differ-

ences calculated in CFED may be inaccurate be-

cause only two neighbor pixels in each edge direc-

tion are taken into account. So we improve it as bel-

low.  

F

ig. 1 (a) The 3×3 mask; (b) Four directions of edge. 

 
In the edge pattern of direction-1, nine pixels can 

be divided into two sets, S0 and S1 as S0 = {p1, p2, p3, 

p4, p5, p6} and S1 = {p7, p8, p9}, or S0 = {p1, p2, p3} 

and S1 = {p4, p5, p6, p7, p8, p9}. The bi-directional 
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summed magnitude differences in gray level be-

tween S0 and S1 are designated by g1, g2, g3 and g4 
for directions 1, 2, 3 and 4, respectively, are calcu-

lated by 
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The gradient magnitude of traditional gradient-

based edge detection method is usually calculated as 

follow 

 
2 2 2 2

1 2 3 4g g g g g= + + +  (5) 

However, this method neglects the relationship 

between each directional magnitude difference. For 

example, the gradient magnitude of some detailed 

region calculated by equation (5) may be very small 

because of interference or poor contrast. So it is dif-

ficult to extract these edges through an appropriate 

threshold. However, these edges can be detected 

through the following criterion: whether one direc-

tional magnitude difference is smaller than three 

other’s. This paper is just proposed based on this 

principle, the concrete process are described as fol-

low. 

First, a four-dimensional feature vector is de-

fined as x = (g1, g2, g3, g4), where lo and hi represent 

low and high summed magnitude differences in the 

directions indicated. The feature vector can approx-

imately be expressed as c = (lo, lo, lo, lo) when four 

directional magnitude differences are small. Thus 

pixels can be divided into five classes according to 

the value of gk. 

Table 1 Pixel classes and their feature vectors. 

Pixel classes Pixel properties Feature vectors 

Class 0 background c0 = (lo, lo, lo, lo) 

Class 1 edge 

c1 = (lo, hi, hi, hi)
 

c2 = (hi, lo, hi, hi)
 

c3 = (hi, hi, lo, hi) 

c4 = (hi, hi, hi, lo) 

Class 2 background 

c5 = (lo, lo, hi, hi)
 

c6 = (lo, hi, lo, hi)
 

c7 = (lo, hi, hi, lo)
 

c8 = (hi, lo, lo, hi)
 

c9 = (hi, lo, hi, lo)
 

c10 = (hi, hi, lo, lo)
 

Class 3 background 

c11 = (lo, lo, lo, hi)
 

c12 = (lo, lo, hi, lo)
 

c13 = (lo, hi, lo, lo) 

c14 = (hi, lo, lo, lo)
 

Class 4 speckle c15 = (hi, hi, hi, hi)
 

 

From Table 1, we can observe that one pixel be-

longs to edge pixel only when its feature vector   

satisfies “three large one small”. 

Then we define a minimum vector: 

 
( ) ( ) ( ) ( )( ), , , ,

1,2, ,15

l l l lmin min c min c min c min c

l

=

          = ⋯

(6) 

Thus the distance between feature vector and mini-

mum vector can be expressed as: 

 
2

2
, 1,2, ,15ld c min l= − = ⋯  (7) 

Remark: Square root calculation is omitted to de-

crease the computational cost. And ||• ||2 is L2 norm, 

which represents the Euclidean distance between 

two vectors. 

The distances of each pixel class are shown in 

Table 2. 

Table 2 The distances of each pixel class. 

Pixel 

classes 
Pixel properties min d 

Class 0 background (lo, lo, lo, lo) 0 

Class 1 edge (lo, lo, lo, lo) 3(hi - lo)
2

Class 2 background (lo, lo, lo, lo) 2(hi - lo)
2 

Class 3 background (lo, lo, lo, lo) (hi - lo)
2 

Class 4 speckle (hi, hi, hi, hi)
 

0 

From Table 2, we can observe that the edge class 

has the largest distance. So edges can be detected 
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according to the vector distance instead of gradient 

magnitude. 

In order to facilitate selecting threshold, we make 

partial normalization to vector x: 

 ( ) ( )
( )( )
,

' ,
,

x i j
x i j

max x i j ε
=

+
 (8) 

where parameter ε affect the performance of de-

tailed edges detection. The smaller the ε is, the more 

meaningful edges can be extracted. The effective-

ness of ε will be shown in Section4. 

Parameter ε is set according to the histogram of 

vector x. Then ε can be got as follow: 

 ( ) ( )
1 1

n

l l

H j q H j
ε

= =

=∑ ∑  (9) 

Here q is set to 0.9~0.95 and n is set to 256. 

Minimum vector is redefined as: 

 ( ) ( )( )( ( )( )' , ' , , ' , ,min i j min x i j min x i j=  

 ( )( ) ( )( ) )' , , ' , ,min x i j min x i j  (10) 

Then we get the new vector distance as follow: 

 ( ) ( ) ( )
2

2
, , ' ,E i j x i j min i j= −  (11) 

In order to utilize non-maxima suppression to 

thin edges as it does in the Canny method, we have 

to calculate the edge direction. The edge direction 

angle of traditional edge detectors is usually defined 

as tan
-1

g3/g1. But this method is inaccurate due to 

only taking into account two directional magnitude 

differences and it also increases processing time. It 

is not necessary to get the accurate angle because 

we only need to know which direction the edge pix-

el belongs to among four possible directions in the 

process of non-maxima suppression. Most of the 

existing approaches usually adopt the following 

formula to get edge direction: 

 ( ) ( )( )( ), , , 1 ~ 4kD i j Arg max g i j k= =  (12) 

Although it simplifies the calculation, the result 

is inaccurate. For example, one pixel whose four 

directional magnitude differences are g1 = 160, g2 = 

150, g3 = 0, g4 = 170, respectively, then its edge di-

rection got by the above approach is 4, however its 

accurate direction is 1. Inaccurate edge direction 

may degrade the performance of non-maxima sup-

pression, so we improve the above approach. 

As mentioned above, feature vector of edge pixel 

satisfies “three large one small”, the results of max-

imizing method may be inaccurate because the val-

ues of “three large” are similar. To overcome this 

disadvantage, we propose the minimizing method:  

 ( ) ( )( )( ), , 2, 1 ~ 4kD i j Arg min g i j k= ± =  (13) 

where ± represents edge direction is opposite to the 

direction of the minimal directional magnitude dif-

ferences. For example, direction 1 is opposite to 

direction 3 and direction 2 is opposite to direction 4. 

Therefore, the edge map E(i, j) and direction map 

D(i, j) are generated. The following non-maxima 

suppression is applied to both edge and direction 

maps to thin edges: 

 (1)  ( ) ( ) ( )1 1, 1& , 1, &D i j g i j g i j= > −  

( ) ( )1 1, 1,g i j g i j> +  

(2) ( ) ( ) ( )2 2, 2 & , 1, 1 &D i j g i j g i j= > − +  

( ) ( )2 2, 1, 1g i j g i j> + −  

 (3)  ( ) ( ) ( )3 3, 3& , , 1 &D i j g i j g i j= > −  

( ) ( )3 3, , 1g i j g i j> +  

 (4) ( ) ( ) ( )4 4, 4 & , 1, 1 &D i j g i j g i j= > − −  

( ) ( )4 4, 1, 1g i j g i j> + +  

Thus the center pixel is an edge point only when any 

one of the above four cases occurs. Excluding the 

above four cases, the center pixel is not an edge 

point. 

The above analysis is summarized as the follow-

ing procedure: 

Step1: Generate the edge map E(i, j) and direc-

tion map D(i, j) from Eqs. (11) and  (13); 

Step2: Apply non-maxima suppression to edge 

map; 

Step3: Adopt Otsu to extract the edge points; 

Step4: Remove speckles. 

 

 

3 Edge Detection for Color Images 
Most images processed in practical applications are 

color images, and we have to convert them into gray 

images in order to use some classic gray image 

processing algorithms. However, this conversion not 

only increases processing time but also causes some 

image information distorting even missing. There-

fore, we extend our method to color images. In a 

color image, RGB color model is considered here, 

so feature vector x is replaced by 

( ) ( ) ( ) ( ), , , , , , , 1,2,3,4rm gm bmx i j g i j g i j g i j m = =   
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Fig. 2 Comparisons between gradient-based method and ours: (a) the edge map of gradient-based method; (b) 

the edge map of the proposed method with ε = 1; (c) the edge map of the proposed method with ε = 3; (d) the 

edge result of (a); (e) the edge result of (b); (f) the edge result of (c).

 

 

So the dimensions of feature vector and mini-

mum vector are changed from 4 to 12. And non-

maxima suppression is replaced by  

 (1)  ( ) ( ) ( ), & , 1, &rm rmD i j m g i j g i j= > −  
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bm bm

bm bm

g i j g i j

g i j g i j

g i j g i j

g i j g i j

g i j g i j

> +
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where m = 1, 2, 3, 4. 

Consequently, the edge detection procedure in 

Section 2 is applied for the color image too. 

 

 

4 Experimental Results 
To demonstrate the efficiency of the proposed ap-

proach, several experiments based on some standard 

test images were conducted. We selected a few 

standard images: Lena, Cameraman, Airplane and 

Peppers. The resolution of these images is 8-bit per 

pixel and the size is 512×512. 

 

 

4.1 The effectiveness of ε
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Fig. 3 Comparisons with different methods for gray level image “Cameraman”: (a) the original “Cameraman” 

image;(b) the edge map by using the proposed method;(c) the result of the proposed method;(d) the result of 

Canny method;(e) the result of CFED;(f) the result of MOF. 

 

 

Example 1: Consider the gray level image “Lena”. 

The edge map generated by equation (5) is shown in 

Fig. 2(a), and the edge map generated by the pro-

posed method are shown in Fig. 2(b) and Fig. 2(c), 

where ε = 1 and ε = 3 respectively. Apply Otsu to 

them, the results are shown in Fig. 2(d)-(f) respec-

tively. 

From Fig. 2(a) and Fig. 2(d) we can obviously 

observe that gradient-based method can only extract 

a few edges by applying Otsu to its edge map. But 

the proposed method can extract most of the mea-

ningful edges using Otsu, and the smaller the ε is, 

the more meaningful edges can be extracted. For 

instance, Fig. 2(f) has more meaningful edges than 

Fig. 2(d) and Fig. 2(e). 

 

 

4.2 Edge Results 
Example 2: Consider the gray level image “Came-

raman” which is shown in Fig. 3(a). The edge re-

sults of the proposed method, Canny, CFED and 

MOF are shown in Fig. 3(c)-(f) respectively. Their 

parameters are set as below. The proposed method: 

q = 0.9. Canny: Th = 30, Tl= 13, σ = 1. CFED: lo = 5, 

hi = 30, w = 240. MOF: w1 = 90, w2 = 40, and thre-

shold is generated by Otsu. 

Example 3: Consider the gray level image “Air-

plane” which is shown in Fig. 4. The edge results of 

the proposed method, Canny, CFED and MOF are 

shown in Fig. 4(c)-(f) respectively. Their parameters 

are set as below. The proposed method: q = 0.9. 

Canny: Th = 35, Tl = 15, σ = 1. CFED: lo = 5, hi = 

30, w = 220. MOF: w1 = 90, w2 = 40, and threshold 

is generated by Otsu. 

From example 2 and example 3 we can clearly 

observe that the edges detected by the proposed me-

thod are one pixel width, clear and consistent. Fur-

thermore, the proposed method detects most and 

clearly meaningful edges and the parameter is very 

easy to set. Note that the parameter in Fig. 3(c) is 

exactly the same as in the simulation of Fig. 4(c). 

And the threshold can be generated by Otsu for dif-

ferent images. Although the Canny method extracts 

consistent and one pixel width edges, some of the 

edges are distorted due to smoothing operation, es-

pecially in detailed regions, such as cameraman’s f-
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Fig. 4 Comparisons with different methods for gray level image “Airplane”: (a) the original “Airplane” im-

age;(b) the edge map by using the proposed method;(c) the result of the proposed method;(d) the result of 

Canny method;(e) the result of CFED;(f) the result of MOF. 

 

 

ace and the camera in Fig. 3(d) and airframe’s 

words in Fig. 4(d). The CFED method gets clear and 

consistent edges, however the edge lines in Fig. 3(e) 

and Fig. 4(e) are apparently thicker and rougher 

than those in Fig. 3(c)-(d) and Fig. 4(c)-(d). For 

MOF method, although it can detect edges success-

fully with an appropriate threshold, the results are 

unsatisfactory by applying Otsu, especially in Fig. 

3(f). 

Example 4: Consider the color image “Peppers” 

which is shown in Fig. 5(a). The edge results of the 

proposed method, VR, MVR and MVD are shown 

in Fig. 5(c)-(f) respectively. Their parameters are set 

as below. The proposed method: q = 0.9. The thre-

sholds of VR and MVD are generated by Otsu. 

From example 4 we can easily observe that the 

proposed method extracts more meaningful edges 

and the edges are thinner compared to the vector 

order statistics color edge detectors. So we can say 

that our method is applicable for color images. 

 

 

4.3 Speed Results 
Table 3 lists the processing time for the Canny me-

thod and the proposed method using a Core 2 Duo 

1.83 GHz PC for various image sizes and shows that 

the proposed method is slightly faster than the Can-

ny method. 

Table 3 Processing time for edge detectors. 

 256×256 512×512 640×480 

 Lena Peppers Cal-box 

Ours 0.08s 0.30s 0.35s 

Canny 0.09s 0.32s 0.38s 

 

 

5 Conclusions 
Based on the maximizing vector distance and partial 

normalization, this paper has provided a novel edge 

detection method to overcome the limitations of 

conventional gradient-based methods. The proposed 

method can not only apply to gray level images but 

also apply to color images. In addition, the edge di-

rection computed by the proposed method is more 

accurate. At last, the edge results (target contour) 

are extracted by the simple thresholding method―
Otsu even in a changing environment, which is es-

sential in common applications of computer vision 

and pattern recognition such as targets tracking. The 
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Fig. 5 Comparisons with different methods for gray color image “Peppers”: (a) the original “Lena” image;(b) 

the edge map by using the proposed method;(c) the result of the proposed method;(d) the result of VR;(e) the 

result of MVR;(f) the result of MVR. 

 

 

computer simulation results have also shown the 

comparison of edge detection results among many 

different methods. Obviously, the proposed method 

provides a better edge detection results than the pre-

vious method both in low-contrast edge detection, 

threshold selection and processing time.  
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