
A Novel Image Encryption Algorithm Using Pixel Shuffling and BASE 

64 Encoding Based Chaotic Block Cipher (IMPSBEC) 
 

G.A.SATHISHKUMAR and  Dr.K.BHOOPATHY BAGAN 
Department of ECE ,Department of Electronics 

Sri Venkateswara College of Engineering ,MIT, Anna University Campus, Chrompet 
Sriperumbudur,Tamil nadu, Chennai, Tamil Nadu  

INDIA 
sathish@svce.ac.in ,kbhoopathy02@yahoomail.com , http://www.svce.ac.in/~sathish  

 
 
Abstract: - The image encryption is widely used to secure transmission of data in an open internet and internet 
works. Each type of data has its own unique features; therefore different data requires a different type of 
encryption algorithm. Most of the present day techniques are suitable for textual data and they are not suitable 
for multi- media content rich data such as images. Combined with nonlinear dynamic (chaotic) maps, a new 
algorithm is developed and applied to image based cryptosystems. In this proposed algorithm, we propose a 
pixel shuffling, base 64 encoding based algorithm, which is a combination of block permutation, pixel 
permutation and value transformation. In general, diffusion and permutation is performed in an iterative 
fashion. These two methods are opened and operated alternatively in every round of encryption process; at least 
four such chaotic sub keys are employed in every round of primitive encryption process. Decryption has the 
same structure, which operates in reverse order. The statistical analysis shows that the proposed algorithm has 
good immunity to various attacks and it is suitable for various software and hardware applications. A new 
approach is proposed to generate a random-bit sequence with a high degree of randomness. The proposed 
algorithm is a better alternative to satisfy the need for information security services. The performance analysis 
of the proposed new approach is tested for randomness by carrying out various testing rules and statistical test. 
Results of the various types of analysis are encouraging and imply that the proposed approach is very 
successfully able to adeptly trade offs between the speed and protection. Hence it is suitable for the real-time 
transmission of image and wireless communication applications. 
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1 Introduction 
Currently, the use of computers and networks has 
grown tremendously, and this growth is 
unavoidable. However, all computers and networks 
are being installed, interconnected, to form a global 
network and internet. In recent days more and more 
information has been pumped into wired and 
wireless media over the internet. The information 
transferred is not only text, but also multimedia, 
audio, video and other images. Today, images have 
been widely used and this growth is unabated. 
However, the more extensively we use the images, 
the more risk in security vulnerabilities, eaves 
dropping, and tampering. It is very essential to 
protect the military related documents, the diagrams 
of bank building, and the most precise data captured 
by military satellites. Recently, image security has 
become a hot topic. Many crypto system and 
encryption/decryption techniques have been 
proposed in literature, and the most common way to 
protect large multimedia files is by using 
conventional classical cryptographic techniques. 

The software or hardware implementations of 
popular public key crypto systems, such as RSA or 
El-Gamal cannot support fast and high speed 
encryption rates. While security of these algorithms 
relies on the difficulty of quickly factorizing large 
numbers or solving the discrete logarithm, these 
topics are challenged by recent advances in number 
theory and distributed computing. On the other 
hand, symmetric key bulk crypto algorithms, such 
as Triple DES or Blowfish, are suitable for 
transmission of large amounts of information or 
data. However, they are not fast in terms of their 
execution speed and cannot be clearly explained, so 
that the detection of flaws and crypt analysis can be 
easily drawn. In contrast, chaos-based crypto 
schemes [1-8] are fast and easily realized in both 
hardware and software, which makes it more 
suitable for multi media content rich data 
encryption. 
The two fundamental properties of chaotic systems 
[9] are the sensitivity to initial conditions and 
mixing. Sensitivity to initial conditions means that 
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when a chaotic map is iteratively applied to two 
initially close points, their iteration quickly 
diverges, and they bear no correlation after few 
iteration. Sensitivity to parameters causes the 
properties of the map to change quickly when the 
parameters on which the map depends are mildly 
disturbed. Mixing is the tendency of the system to 
quickly confuse small portions of the state space 
into an intricate network ,so that two nearby points 
in the system totally lose the correlation they once 
shared and get scattered all over the state space. The 
chaotic behaviour produced by the random property 
of the nonlinear definite systems, which is a pseudo 
– random and looks like random process. In the 
chaotic maps, the logistic map is a popular and 
generalizations of the logistic map to generate 
pseudorandom bits with desired statistical properties 
to realize secret encryption operations.  
The rest of the paper is organized as follows: The 
next section gives a brief description about the 
chaotic map, Section 3 discussed about the proposed 
encryption and decryption of image. Section 4, we 
test the new algorithm and show the high level 
security. Section 5 is a conclusion. 
 
 

2. CHAOTIC MAPS 
Chaos is a definite pseudo-random [9-10] process 
produced in nonlinear dynamical systems. It is non-
periodic, non convergent and extremely sensitive to 
the initial condition. In general, the chaotic system 
model is given as   

x(n) = f (x(n -1))                      (2.1) 

1 (1 ) ( 2 . 2 )n nn
x x xµ+ = − − − − −

 

Where x(n) is a chaotic sequence generated by the 
nonlinear map f (.) , x(0) is the initial condition. 
Where x ∈  (0,1) . The research result shows that the 
system is in chaos under the condition that 3.569 
>X<4 

In order to keep its chaotic property, we present a 
new algorithm to rearrange the image position. The 
new algorithm can facilitates the choice of chaotic 
systems and reduces the time complexity of 
traversing the images scrambling quantified by 
chaos. Because of the strong irregularity of the new 
algorithm, the encrypted image possesses high-level 
security. In section 3, we will describe the image 
encryption algorithm in detail. 

 
 
3. THE PROPOSED METHOD  

 
3.1. Key stream generator 

 

 
Generate a random sequence from the logistic map 
with secret key  

1 (1 ) 3 .1n nn
x x xµ+ = − − − − − −  

For (0,1)nx ∈  and (3.9876543210001,4)µ , µ  

and 
nx  are the system control parameter and initial 

condition. A secret key value is 
0x its typical value 

is 0.9876543219991.Depending on the value of µ, 
the dynamics of the system can change dramatically. 
The choice of µ in the equation above guarantees the 
system is in chaotic state and output chaotic 
sequences 

nx  have perfect randomness [21, 

22].Then the value generated by both the chaotic 
maps are converted it in to decimal. 
Key Generation: Initially 2x 256 bit keys are 
generated for each round; each key is circular 
shifted by 6 times. The key1 & key2 are splitted into 
4 parts (k11,k12, k21, k22) and (k31,k32, k41, k42) 
each of 64 bits. 
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Figure.1: The Proposed Encryption model 
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3.2. The proposed Algorithm 

Strep1: First the image is divided to blocks and they 
pass through bit plane coding.  

 
 

Alternate bit planes are complemented amongst 
adjacent pixels xor’ed to reduce the correlation of 
the cipher image.  
 
Step2: In each block select three pixels (size 3x8= 
24 bits), which are combined and split into four 
pixel values (4x6 =24bits) resulting in extra no. of 
column’s, this will change the  image size which 
makes it difficult to identify the original image. 
Step3: Alternate columns are shifted left by two 
bits, when combined into four values each pixel 
will be a 6 bit data, i.e. '00' followed by 6 bits of 
data.   
Step4: This is followed by the primitive encryption 
algorithm. This algorithm is iterated for 5 rounds.  

3.2.1. The primitive encryption process 

 

 
Step1: First 128 bit pixel information is divided in 
to 2 x 64 bit pixel information. 

[ ] [ ] [ ]IM 1 ..128 R 1 64 L 1 .64… = … …  

Step 2: ] [ 11 12
[1 64 L 1 .64]Lk E E… = … ⊕ ⊕  

Step 3: ] [ 21 22
[1 64 1 .64]
k

RR E E… = … ⊕ ⊕  

Step 5: If (
[ ]

( 1...64])R lsb k
Extract R=  

] [1
[1 64 L 1 .64]Lk
… =<<< …  

Step 6:
2 1 31 32
[1 64 1 .64]L k kL E E … = … ⊕ ⊕   

Step 7: If (
[ ]

( 1...64])
lsb k

ExtractL L=  

Step 8: ] [1
[1 64 1 .64]

k
RR … =<<< …  

Step 9:
2 1 41 42
[1 64 1 .64]

k kR R E E … = … ⊕ ⊕   

Step 10: [ ] [ ]2 2
1 64 = 1 .64

k kR L… …  

Step 11: [ ] [ ]2 2
1 64 = 1 .64

k kL R… …  

 
128 bit data 

Left 64 
bit data 

E11(64bit 
key) 

E12(64bit 
key) 

E21(64bit 
key) 

E22(64bit 
key) 

Left 64bit xor’ed 
output  

Right 64bit 
xor’ed output  

Based on 
LSB bit   

<< Rotate 
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on 
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bit key) 
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bit data 

E31(64bit 
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Right 
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Figure.2: The Primitive 

Encryption Process 
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Step 12: [ ] [ ] [ ]2 2
IM 1 ..128 1 64 1 .64

k kR L… = … …�  

Step 13: Iteratively repeat step 1to 12. 
 
4. Experimental Results  
 

4.1. Histogram analysis 
 
 
To prevent the leakage of information to an 
opponent, it is also advantageous if the cipher image 
bears little or no statistical similarity to the plain 
image. An image histogram [11],[12],[13] and [14] 
illustrates how pixels in an image are distributed by 
graphing the number of pixels at each color intensity 
level.  

Original Image After Bit plane coding

After Block Permutation

After splitting After alternate shifting

After encryption
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Figure 3 Plain image, Histogram of plain and 

Cipher image 

We have calculated and analyzed the histograms of 
the several encrypted images as well as its original 
images that have widely different content. The 
histogram of a plain image contains large spikes 
(see Fig.3). These spikes correspond to gray values 
that appear more often in the plain image. The 
histogram of the cipher image (see Figure.4.b), is 
uniform, significantly different from that of the 
original image, and bears no statistical resemblance 

to the plain image. It is clear that the histogram of 
the encrypted image is fairly uniform and 
significantly different from the respective 
histograms of the original image and hence does not 
provide any clue to employ any statistical attack on 
the proposed image encryption procedure.  

 

 

 

 

Fig. 4 a) Swiss lake image and histogram of 

plain image 

 

 

 

 

b)Cipher image and histogram of cipher 

image(Red, Green and  Blue channel) 

4.2. Correlation Co –efficient analysis  

 
For a plain image having definite visual scene, each 
pixel is highly correlated with its adjacent pixels 
either in horizontal, vertical direction and diagonal 
direction. In ideal case an image encryption scheme 
should produce a cipher image with no such 
correlation in the adjacent pixels. In Table I, show 
that, we have given the horizontal, vertical and 
diagonal correlations of adjacent pixels in the cipher 
images [11-17]. In Table 3 [15], we have given the 
correlation coefficients for the original and 
encrypted images. It is clear that the two adjacent 
pixels in the original image are highly correlated, 
but there is negligible correlation between the two 
adjacent pixels in the encrypted image. For this 
purpose, we use the following formula:  

cov( , ) ( ( ))( ( )) 4.2.1x y E x E x y E y= − − − −  
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c o v ( , )
4 . 2 . 2

( ) ( )
x y

x y
r

D x D y
= − − −

 

2
1

1
( ) ( ( )) 4.2.3

N

ii
D x x E x

N =
= − − − − −∑  

Table 1.Correlation of cipher image 

Out of 10 runs for each image 

Image 

Over all 
Correlati
on 

Vertical  
Correlati
on 

Horizonta
l 
Correlati
on 

Diagona
l 
Correlati
on 

camerama
n -1.05E-06 0.0054 

-
0.010385
649 

0.01032
1951 

peppers 

-
0.000193
991 0.0083 

0.000429
663 

0.00396
4922 

man 1.57E-05 0.0034 
0.001768
34 

0.01142
6897 

john hall 
mri 

-
0.001040
605 

-
0.01269
5568 

-
0.004890
521 

0.00177
9142 

lena 

-
0.000145
044 

0.00623
2844 

-
0.002818
791 

0.00576
3352 

barbara 

-
0.000255
068 

0.00705
1571 

0.002490
855 

0.01282
5531 

goldhill 

-
0.000850
963 0.009 

-
0.005313
267 

0.01333
3272 

ship -7.20E-05 0.0047 
0.003430
977 

0.00767
2764 

crowd 

-
0.000191
431 0.0043 

0.004014
324 

0.00300
2649 

Penguin 5.02E-05 0.0061 
0.004934
336 

0.01406
4123 

   

 

Table 2.Corrleation of ten images with various 

channels 

 Cbr cbg cbb 
Co
lor 
Im
age Size Min 

Mea
n Min 

Mea
n Min 

M
ea
n 

Ca
r 

340
*64
0 

0.00
15 

0.01
95 

0.01
2 

0.01
1 

0.00
4 

0.
02
14 

aeg
eri 
lak
e 
swi
ss 

778
*11
99 

2.24
E-
04 

-
1.78
E-
04 

1.11
E-
05 

-
4.55
E-
04 

3.44
E-
07 

-
2.
89
E-
05 

flo
we
rs-
im
age
-
sm
all 

100
*15
0 

3.08
E-
04 

-
7.30
E-
04 

3.94
E-
05 

-
1.98
E-
04 

1.92
E-
04 

4.
43
E-
04 

for
est
_w
oo
d 

778
*11
99 

6.58
E-
04 

-
2.84
E-
04 

1.38
E-
04 

0.00
2 

3.92
E-
04 

1.
61
E-
04 

fru
its 
pic
tur
e 

742
*11
60 

8.62
E-
05 

-
3.22
E-
04 

2.85
E-
04 

-
4.45
E-
04 

1.78
E-
04 

-
2.
23
E-
04 
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Table 3 Correlation of the Cipher Image for 

encryption quality [15] 

 
4.3. Entropy 

The Entropy is defined as follows [18] 

1

2
0

( ) ( ( ))lo g
G

e
k

P k P kH
−

=

= −∑
        4.3.1      

G   : gray level of input image (0…255); 

P(k):is the probability of the occurrence of symbol 
k. 

In Figure 6, compares Entropy after encryption and 

before encryption for various images, it shows that 

the proposed model is highly secured.  

 

 

 

Table 4.Entropy of Plain image before and after 
encryption 

 

 

Entropy 

Image Size Before After 

car 340*640 6.7401 7.8101 

aegeri lake 
swiss 778*1199 7.7412 8.00E+00 

flowers-
image-small 100*150 7.6519 8.00E+00 

forest_wood 778*1199 7.8075 7.9999 

fruits picture 742*1160 7.4004 7.9999 
 

4.4. Sensitivity analysis 

The influence of one-pixel change on the Plain 
image, encrypted by the proposed method [19] is 
measured using Number of Pixels Change Rate 
(NPCR) and Unified Average Changing Intensity 
(UACI) parameters. For the proposed (IMPSBEC), 
the typical values of NPCR is 99.92% and typical 
value of UACI is 12-20% 

Table 5.Sensitive Analysis of cipher image 

 

Image NPCR  UACI  

cameraman.tif99.61492365 13.83499227 

peppers 99.59716797 13.31389782 

man 99.61825284 11.2753149 

lena 99.62158203 13.57299152 

goldhill 99.60160689 11.45083504 

elaine 99.61603338 15.97203219 

bridge 99.58829013 12.03061463 

 

S
. 

N
o 

Image AE
S[
18] 

Ism
ail’
etal 

Gun 
etal 

Chen 
etal 

Propose
d 
method 

(IMPSB
EC)  

1 Lena
  

0.0
02
90
48  

-
0.0
001
046 

0.00
9000
0 

0.0089
000 

-
0.00014
5044 

2 Ship 0.0
04
90
48 

0.0
000
425 

0.00
4200
0 

0.0022
000 

-7.20E-
05  

3 Pengui
n 

0.0
09
90
48 

0.0
005
917 

0.01
1400
0 

0.0100
000 

5.02E-
05  
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4.5. Testing rules  

 

Various statistical tests [21-22] can be carried 
out on the generated bit sequence to compare and 
evaluate the sequence to be truly random bit 
sequences. Randomness is a probabilistic property, 
it is characterized and described in terms of 
probability. The likely outcome of statistical tests, 
when applied to a truly random sequence, is known 
a priori and can be described in probabilistic terms. 
There are various statistical tests, each assessing the 
presence or absence of a “pattern” which, if 
detected, would indicate that the sequence is non-
random.  

After a key is generated, its randomness it tested by 
some of the important statistical tests. Now consider 
the key as a binary sequence and test for random-bit 
sequence or not.  

A statistical test [23] is formulated to test a specific 
null hypothesis (H0). For the purpose of this 
document, the null hypothesis under test is that the 
sequence being tested for random. Associated with 
this null hypothesis is the alternative hypothesis 
(Ha) which, for this document, is that the sequence 
is not random. For applied test a decision or 
conclusion is derived that accepts or rejects the null 
hypothesis, i.e., whether the generator is (or is not) 
producing random values, based on the sequence 
that was produced. For each test, a relevant 
randomness statistic must be chosen and used to 
determine the acceptance or rejection of the null 
hypothesis. Under an assumption of randomness, 
such a statistic has a distribution of possible values.  
4.5.1. Testing rule 1: 

H0: The binary bit-sequence generated is not a 
random sequence. 

HA: The binary bit-sequence generated is a random 
sequence. 
4.5.2. Testing rule 2: 

Next important thing is to test the security level of 
the generated keys. We have to test the relationship 
between the security level of the generated key and 
its randomness level.  

H0: No, relationship between randomness level and 
security level. 

HA: Yes .There is a relationship between 
randomness level and security level. 
4.6. Methods for testing rules  

 

 
To test all rules stated above, we have to calculate 
the randomness level of each key. This will be 
performed by testing the statistical tests [1][15]. 

Randomness level 

Let the binary sequence S = S0, S1, S2. . . Sn_1 of a 
length of a. The basic statistical tests are: 
4.6.1 Frequency (Mono bit) Test  

The objective of the test is the proportion of zeroes 
and ones for the entire sequence. The focus of this 
test is to determine whether the number of 0’s and 
1’s are approximately the same. The test assesses 
the closeness of the fraction of ones to ½, that is, the 
number of ones and zeroes in a sequence should be 
about the same. This test is accomplished as 
follows: 

X1= (a0 - a1)2/a                       4.5.1 

Where: a0; the number of 0’s a1; the number of 1’s; 
a: the sequence length (a = a0+ a1) 

In fact, X1 is approximately follows a chi-square χ2 
reference distribution with 1 degree of freedom if a 
≥10.  

Compute the test statistic Sobs =│Sn │/√n   4.5.2         

Sobs: The absolute value of the sum of the Xi 

(where,  2  1  |1|)Xi e= − = in the sequence 
divided by the square root of the length of the 
sequence. 

Compute P-value = erfc (Sobs /√2)         4.5.3  

Where erfc is the complementary error function.  

If the computed P-value is < 0.01, then conclude 
that the sequence is non-random. Otherwise, 
conclude that the sequence is random. 
4.6.2 Run test 

This test runs up and down or the runs above and 
below the mean by comparing the actual values to 
expected values. The statistics for comparison the 
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'chi-square' test is carried out. It is to find whether 
the number of zeros or ones of various lengths 'i' in 
the sequence S is as expected for a random 
sequence which is: 

U i = (a-i+3)/2 i+2     

                        4.5.4 

where ; 

Ci; the number of blocks of length i in S 

Di; the number of gaps of length i in S 

where 1 i n≤ ≤  and n is the largest integer i. 

In fact,X2 approximately follows a chi-square χ2 
distribution with 2n - 2 degrees of freedom. 
4.6.3 Autocorrelation test  

Test the correlation between numbers and compare 
the sample correlation to the expected correlation of 
zero. The main focus of this test is to determine 
correlations between the sequence S and the shifted 
versions of it. 

                                  4.5.5 

Where; k; any fixed integer, [ ]1 / 2k n≤ ≤ , 

⊕ ; XOR operator. 

                                                                     4.5.6 

In fact, X3 approximately follows an N (0, 1) 
distribution if n-k ≥ 10. 
4.6.4 Serial test (Gap test) 

Count the number of digits that appear between 
repetitions of a particular digit and then use the 
Kolmogorov-Smirnov test to compare with the 
expected number of gaps. The focus of this test is 
the frequency of all possible overlapping m-bit 
patterns across the entire sequence. 

The focus of this test is to determine whether the 
number of occurrences of the 2m m-bit overlapping 
patterns is approximately the same as would be 
expected for a random sequence. This test is used to 
determine whether the number of occurrences of 00, 
01, 10, and 11 are approximately the same by using: 

 

 

                    4.5.7 

where : 

a00; the number of occurrences of 00 

a01; the number of occurrences of 01 

a10; the number of occurrences of 10 

a11; the number of occurrences of 11 

In fact, X4 approximately follows a chi-square χ2 
distribution with 2 degrees of freedom if a >= 21. 
4.6.5 Poker test  

It treats numbers grouped together as a poker hand. 
Then the hands obtained are compared to what is 
expected by using the 'chi-square' test. It determines 
whether the occurrences of each part of the length m 
are approximately the same.   

                                            4.5.8 

 where; 

l; the length of each part (bits) 

P; the number of non-overlapping parts of length l 

Oi; the number of occurrences of the ith part 

 

Fig.4 Randomness test results of proposed methods  

2
2

5
1

2
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i
i

X p
p

o
=

 
= − 

 
∑

3 2 ( ) /
2
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− = − − 
 

1

0
( )

n k

j j kj
Bk S S

− −

+=
= ⊕∑
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In practice, X5 is approximately follows a chi-
square χ2 distribution with 2l -1 degrees of freedom. 
We have tested our proposed technique to see how 
arbitrary [18-20] their output sequence. In figure 4 
we see the average test results for 1000 test runs on 
each method with  a bit length of 256 bits.By using 
a significance level of α =  0.05, then the threshold 
values for X1,X2, X3,X4, and X5 becomes 3.9, 
9.349,1.89, 5.09 and  14.507 respectively. For each 
generated random bit-sequence value the X1, X2  , 
X3, X4, and X5 are calculated. Each computed 
value is individually compared with the threshold 
value, the results for method  -
1 were 98.9,97.5,99.9,99.9 and 99.8 for method - 2 
were  99.9,98.9 and 99.9,98.8 and 99.8.The 
histogram of the test values of each statistical test 
follows the expected distribution. 
5. Conclusion 

The proposed crypto system has a simple chaotic 
map for key generation. A logistic map was used to 
generate a pseudo random bit sequence, which was 
in turn used to shift to generate random number for 
each process. In this algorithm, pixels are 
transformed by simple diffusion processes. The 
security of the algorithm needs 2 x 256 different 
keys is required for each round. The total key length 
is 512 bits for each round and about ten rounds. 
Therefore, the key space is approximately 2512, 
which was large enough to protect the system 
against any brute-force attacks. The image was a 2-
D array of pixels, each with 256 gray scales. To 
improve security of the proposed encryption system, 
the histogram needed to become uniform.  

All parts of the proposed (IMPSBEC) chaotic 
encryption system were simulated using a 
MATLAB 7.6 version. The histogram of the 
encrypted image was approximated a uniform 
distribution. Therefore, the proposed encryption 
(IMPSBEC) system was resistant against any 
statistical attack. To quantify the difference between 
encrypted image and corresponding plain-image, 
three measures were used: Correlation and key 
space analysis is performed. It was concluded that 
the correlation and KSA criteria of the proposed 
system were satisfactory when compared to other 
research results as against the security performance 
of the proposed system.  
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