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Abstract: - Neural networks (NN) are new promising tools that can assist the clinicians in the diagnosis process and in 
therapy decision making, because they can deal with a great number of parameters, learning from examples and assessing 
any nonlinear relationships between inputs and outputs. In this paper, the problem of prostate cancer evolution prediction 
is approached using NN. The original database contained 650 records of patients, which underwent radical prostatectomy 
for prostate cancer. The NN variables were the parameters with the highest prognostic value selected and pre-processed 
from the original database. Different NN architectures and NN parameters have been tested in order to obtain the best 
complexity/accuracy ratio. The input data were structured, according to the latest statistical and representation concepts 
used in the current medical practice, aiming to improve the global performance. Different experiments were done using 
the rough database and the structured database. The NN performances were compared with the most widely used 
prediction statistical method, the logistic regresion. All NN models performed better than the logistic regression. The best 
obtained global prediction of correct classification 96.94%  is better than the results of similar experiments available in 
literature. The NN prediction performance might be improved, because, in our opinion, its limits are given by the 
relatively small  number of cases and the methods of collecting data. 
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1   Introduction 
Neural networks are nonlinear dynamical systems 
consisting of a large number of relative simple 
processing elements, named neurons that operate 
simultaneously, in parallel. The neurons interact 
through excitatory and inhibitory connections, 
which have associated weights, in a similar manner 
to the biological neurons. Learning is performed by 
weights changes conform to a learning rule. N.N. 
can learn from examples and deal with a great 
number of parameters, assessing non-linear 
relationships between any of the input to any of the 
desired output variable, with faster and better 
results, if compared with traditional statistical 
methods. NN are recommended especially in cases 
were a conventional process is not suitable, can’t be 
easy defined or cannot fully capture the data 
complexity and where stochastic behavior is 
important.  

The advantage of NN over conventional 
techniques lies in their ability to solve problems that 
can not be mathematically modeled or the solution 
is too complex to be found.  

In medicine, especially in oncology, prediction 
is very important. For instance, treatment decision 
making is based on the ability to predict therapy 
outcome. New tools that could improve prediction 

are always welcome. These may assist the clinicians 
in the diagnosis process and in therapy decisions. 
Although the Tumor-Node-Metastasis (TNM) 
classification system is widely used, describing the 
anatomical level of lesion extent, it has some 
limitations, because it does not include the new 
tumor markers, or other pathological elements, 
which are necessary for a specific diagnosis, 
leading to the most appropriate therapy. Using new 
tools that can deal with a large amount of data and 
find relationships among them opens new 
perspectives. NN offer a viable solution, prediction 
being a straight forward application, on the basis of 
examples defined as pairs of input model to output 
model.  

Recent developments, as is the improved 
computational power and the advances in neural 
networks software encouraged us to investigate new 
potential applications, as the finding of correlations 
between different predicting factors, the prognosis 
prediction for different groups of patients, or as the 
risk group stratification.  

Various fields of oncology have been targeted 
by researchers in the domain of NN in order to 
assist cancer diagnosis and prognosis, as for 
example: gastric cancer [1] breast cancer [2], [3], 
lung cancer [4] and prostate cancer [5]. 
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In urology the largest number of experiments 
using the neural networks was performed for 
prostate cancer, a domain of great clinical interest, 
with a large number of validated diagnosis and 
prognostic parameters, but still hampered by 
uncertainties [6]. The necessity of early diagnosis, 
correct staging and of choosing the best therapy, 
eliminating the potential risk factors, could all 
benefit from neural networks. An explored 
application is the staging process, using the results 
of transrectal prostate biopsy, along other non-
invasive parameters, in order to avoid radical 
therapy indications for advanced forms of cancer, 
which would not have significant benefits for the 
patients [7],[8].  
     Possible metastases prognosis was approached 
by Tewari et al with a NN [9] on a group of 1200 
patients with prostate cancer, using: age, race, 
tumor size, Gleason score, digital rectal 
examination and the number of positive biopsy 
cores as input parameters. The results were 
promising at that time: the neural network had a 
specificity of over 72% and sensitivity higher than 
81%.   
     In 2001, Han et al used the clinical stage, 
Gleason score, preoperative Prostate Specific 
Antigen (PSA) level and age as input parameters for 
a multilayer perceptron (MLP), trying to predict 
lymph node involvement. At a specificity of 90%, 
the neural network detected 34% of patients with 
localized prostate cancer and 59% of patients with 
lymph node involvement [10]. These predictions 
were much better than those obtained by using the 
Partin nomograms of that time [11].  
     In a paper published in 2001 by Borque et al., 
the performance of several types of neural networks 
with logistic regression in the prediction of organ 
confinement after radical prostatectomy was 
compared [12]. The selected input parameters were: 
patients’ age, clinical stage, biopsy Gleason score 
and preoperative PSA. The results, obtained with 
the artificial neural networks simulation software 
available at that time, were not superior to logistic 
regression.  
     In 2003, Zlotta et al. used the data from the 
European Prostate Cancer Detection Database to 
train a MLP, trying to predict the pathological stage 
for 200 patients with total PSA values lower than 
10 ng/mL, before radical prostatectomy [13]. The 
NN input variables were: age, total serum PSA 
values, free/total PSA ratio, PSA velocity, PSA 
density, transition zone PSA, digital rectal 
examination and total Gleason score in trans-rectal 
prostate biopsy. The accuracy of the obtained 
prediction was of 92.7% in localized prostate cancer 

cases and of 84.2% in locally advanced prostate 
cancer cases. These results were much better than 
those obtained using the logistic regression.  

      The prediction accuracy of the LR-based 
nomogram versus NN was studied considering age, 
digital rectal examination, PSA, percent-free PSA 
and prostate volume of 3980 patients, who 
underwent multicore systematic prostate biopsy 
[14]. At that time, the accuracy of the nomogram 
was 71%, versus 67% for the NN.  

     In paper [15] the probability of prostate cancer 
was studied based on initial biopsy results. The 
input variables were age, PSA, digital rectal 
examination (DRE) and prostate volume, available 
in 843 cases. The conclusion was that the predictive 
capacity of the NN was significantly improved in 
this case, if compared with the previous models, 
considering only PSA or prostate volume. The NN 
performance was similar to that of logistic 
regression.  
     The above papers and others more recent [16], 
[17], [18], [19] show continuous interest for the use 
of NN in everyday urological practice.  
 

2   Problem Formulation 
The single most important factor in the prognosis of 
prostate cancer is capsule penetration [6]. The 
performances obtained in uro-oncology by neural 
networks, comparably with those of traditional 
statistical methods encouraged us to study the 
problem of prediction of prostate capsule 
penetration using NN.  
 
2.1 Database 
With kind permission, we had access to the 
database records of the Department of Urology of 
the St. Radboud University, Nijmegen, the 
Netherlands. The original database contained 650 
records of patients which underwent radical 
prostatectomy for prostate cancer between 1 
January 1992 and 31 December 2005. The recorded 
parameters were: 
 Date of birth; 
 Age at diagnosis (years); 
 Height (cm); 
 Weight (kg); 
 Date of initial diagnosis of prostate cancer 
(confirmed by pathological exam); 
 Total Gleason Score in initial specimen (from 
transrectal prostate biopsy or transurethral resection 
of the prostate - TURP). The pathological grading is 
very important, helping to evaluate the 
aggressiveness of prostate cancer and especially to 
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predict the future evolution of the patients. The 
Gleason score is a pathology grading system which 
has five levels of tumor aggressiveness (grade 1 is 
the best structured, thus the least aggressive, while 
grade 5 is the most anaplasic, thus the most 
aggressive). In our database the total Gleason score, 
which is the sum of the two most prominent 
patterns in the pathology specimen was used, with 
values between 2 and 10. 
 Primary, secondary, tertiary and quaternary 
Gleason paterns; 
 The value of preoperative total serum PSA. 
Prostate specific antigen (PSA) is the most widely 
used marker for prostate cancer, with an acceptable 
specificity and sensitivity in the detection of the 
malignant disease. Values ranging from 0 to 4 
ng/ml are generally considered as low risk for 
prostate cancer, values between 4 and 10 ng/ml 
raise the suspicion of malignancy, while values over 
10 ng/ml are mostly associated with a positive 
cancer diagnosis. 
 The TNM staging is the method used to 
standardize the prostate cancer diagnosis. It 
includes three parameters: the tumor stage T has 
values from T0 (no tumor) to T4 (tumor extending 
into the adjacent organs); lymph node invasion is 
assessed by the N parameter (N0 – negative lymph 
nodes, N1 – positive lymph nodes); distant 
metastasis is described by the M parameter (M0 – 
no metastasis, M1 – metastasis present). The T 
stages present in our database were: T2a , T2b , T2c, 

T3a and T3b. Taking into account the fact that this 
parameter was the symbol type in the original 
database, we have converted it into five distinct 
values, from 1 to 5. 
 Prostate volume, as measured by trans-rectal 
ultrasound; 
 Date of radical prostatectomy (the surgical 
intervention that removes the prostate, with the 
intention to cure the prostate cancer, with no need 
for additional, adjuvant therapy); 
 Capsule penetration, which is a sign of poor 
prognosis: if capsule penetration is found on the 
prostatectomy pathology specimen, then the 
intervention generally loses its radical intention, 
triggering the need for further forms of therapy); 
 Seminal vesicles invasion, which means that the 
tumor is not any longer confined inside the prostate; 
 PSA recurrence (quantified by the rise of the 
postoperative total seric PSA values over 0.1 ng/ml 
– normally the PSA value is at one month after the 
surgery below 0.1 ng/ml). The PSA rise, defining 
the PSA recurrence, is the single most significant 
prediction factor of postoperative recurrence of 

prostate cancer. When we have analyzed the ratio 
between preoperative and postoperative PSA values 
and we have compared them with the presence of 
capsule penetration, we have found that from the 
203 patients with capsule penetration 148 (72.9%) 
had also PSA recurrence, while from the 337 
patients without pathological capsule penetration, 
only 4 (1.19%) had subsequently PSA recurrence. 
Our findings thus confirmed that the value of the 
PSA recurrence is highly correlated with capsule 
penetration, making it a very good prognosis factor. 
 Time interval from prostatectomy to PSA 
recurrence (in months). 

As it is known, the success of a NN application 
significantly depends on the database gathering 
[20]. In this designing phase expertise in the field of 
the problem to be solved, respectively in urology, 
was absolutely necessary and invaluable. We 
selected the parameters with the highest prognostic 
value for prostate cancer diagnosis, excluded the 
cases with incomplete information and obtained the 
a reliable database of 548 cases, for our 
retrospective study.  
The parameters finally selected were: 
 Preoperative stage (according to the 2002 TNM 
classification): data from patients in stages T2a, T2b, 
T2c, T3a, T3b were included (T4 cases were excluded, 
because if the cancer is too advanced, radical 
prostatectomy alone has not curative intent); 
 Age (42 – 73 years); 
  Preoperative total PSA value (range: 0-84 
ng/mL); 
 Total Gleason Score in initial specimen 
(primary + secondary, range: 3-9); 
 Capsule penetration (No / Yes). 

 
2.2 Neural networks models 
During the years various types of NN architectures 
have been developed, which, from the point of view 
of information flow, can be classified in feed 
forward NN and recurrent NN [20], [21]. 
 
2.2.1 Multilayer perceptron 
Multilayer perceptron (MLP) is the most usual type 
of feed forward NN, which propagates the 
information from the input towards the output layer.  
MLP has an input layer of neurons, a number of 
hidden layers and an output layer. It is a universal 
approximator. This means that MLP can map any 
nonlinear input–output function to an arbitrary degree 
of accuracy, provided that a sufficient number of 
hidden neurons are used. The architecture of a MLP 
with a single hidden layer is represented in Fig.1. 
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Typically, all the neurons from a layer have the 
same continuous activation function. The 
continuous activation functions allow the use of 
gradient based methods to train the NN parameters. 
Usually a sigmoid function is used [20], for 
example given by the folowing relation: 
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where   
 xpi is the input to the i neuron for the p input 
model; 
 opj is the output of the neuron j for the p input 
model; 
 j is the bias of the j neuron; 
 wji is the weight of the interconnection between 
the i input and the j neuron; 
  is a proportionality parameter, chosen in the 
(0,1) interval; 
 

 
 

Fig.1 The architecture of a 
multilayer neural network   

 
To train the NN parameters, respectively the 

weights and biases, usually the back-propagation 
error algorithm (BKP), a supervised training 
algorithm is used. It requires pairs of input model- 
output desired model (xp , dp) and it has two stages. 
During the first stage the information propagates 
through layers, from input towards output. In the 
second stage, the errors between the desired output 
and the current output propagate from output towards 
input, determining changes in the NN parameters. 
The BKP algorithm minimizes the overall mean 
square error [20]. 

There are different stages in developing a MLP 
application: the training stage, the testing stage and 
the practical operation.  

Gathering the data base and splitting it into the 
training and testing sets have a major influence on 

the success of the NN application [20]. During 
training each pair of input model–desired model 
(xp,dp) are repeatedly applied to the NN, in order to 
minimize the error. This conducts to a relatively long 
training time, which is one of the drawbacks of the 
BKP algorithm. Another BKP deficiency is that it 
can get stuck into a local minimum. There are 
several methods to avoid this, but usually the cross-
validation is used [20]. During the testing stage, new 
input models are applied to the NN and its 
performance is verified.  

 
2.2.2 Radial basis function neural networks  
Recently, the radial basis function (RBF) neural 
network received considerable attention, since it 
can avoid the above mentioned drawbacks of the 
MLP network. The RBF network is able to 
approximate, as the MLP does, any arbitrary 
nonlinear function in the complex multi-
dimensional space with a reduced computing 
complexity comparative with other NN [21]. In 
Fig.2 the RBF structure, which contains an input 
layer, one single hidden layer and an output layer, 
is represented. 
 

 
 
Fig. 2 The structure of a radial basis function neural 

network 
 

The RBF NN output is determined with the 
relation:  
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where: 

 oj is the neuron j output;  
 wji  is the weight interconnection from the j 

neuron to the i neuron; 
 θj is the bias of j neuron;  
  i is the radial function of the i hidden 

neuron;  
 xp is the p input model; 
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 ci is the centre vector associated to the  i  
neuron; 

  is a metric distance, between its 

arguments; 
 Nh is the number of  the hidden neurons; 

The RBF NN parameters are the centers vectors 
{ci} and the weights vectors {wj}. Each of the 
neurons of the hidden layer calculates a metric 
distance between the input model x and its centre 
vector ci. This distance can be of different types, but 
usually the Euclidian distance is used [21].  

The closer the input xp is to the vector centre ci, 
the smaller will be the distance. In case that x is 
identical with ci the Euclidian distance is zero. The 
result is passed through a real, nonlinear, 
continuous activation function, symmetrical to the 

centre  ii ,  , RR:  , named radial 

function.  This function also gives the name to the 
NN.  

Several radial functions can be used, for 
example: the Gauss function, the multiquadratique 
function, the inverse multiquadratique, the Cauchy 
function [21]. Usually the Gauss function is used:  

2

2

)( 
x

ex


    (3) 

where ρ is a parameter named radius, width or 
spread. The radius may be chosen proportionally 
with the input dispersion. 

For the inputs close to the centre, the radial basis 
function output is greater, approaching to 1 as the 
Euclidian distance is decreasing to 0 and it is 
converging to zero as the distance between the input 
and the centre is increasing. Thus the RBF –NN is 
capable of a local modeling of the inputs.  

Theoretical and practical studies prove that the 
type of radial function does not essentially 
influence the performances of RBF-NN. 

Training a RBF NN means to determine the 
number of basis functions (hidden neurons), the 
centers vectors, the radius of the radial functions 
and the output interconnections weights. For some 
algorithms these steps are separately treated, while 
in others the parameters are found simultaneously. 
An unsupervised learning algorithm is usually used 
to find the number and positions of the hidden 
neurons and a supervised learning algorithm is used 
to determine the weights of the output layer [21]. 

The design and training of RBF-NN essentially 
depend on the centers, thus a lot of studies deal with 
this problem. The following strategies imposed into 
practice: randomly choosing a subset of fixed 
centers from the database [20], the standard 

competitive algorithm (the k mean) [22], the 
competitive algorithm with conscience [23], the 
rival penalization competitive algorithm [24], the 
dynamic rival penalization algorithm [25], a subset 
selection from the database using the orthogonal 
least squares method [26] and the supervised 
centers selection [20]. 

The basic approaches to determine the output 
layer weights can be classified into off line and on 
line methods. Off line methods include the usual 
least squares method, while the others include the 
least mean square algorithm (LMS) or recursive 
least square (RLS). The simplest way is to use the 
LMS algorithm [21], which updates the weight 
interconnections with the relation: 

ipjjip e  w   (4) 

where: epj is the difference between the desired 
output dpj and the current NN output opj for the p 
input model: 

pjpjpj ode   (5) 

This algorithm minimizes the mean square error: 
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where P is the number of data samples . 
 

2.2.3 Recurrent neural network 
Recurrent NN (RNN) is the most general case of 
NN which stores a record of the prior inputs and 
factor them with the current data to produce the 
output. In a RNN, information about past inputs is 
fed back into and mixed with the inputs, through 
recurrent or feedback connections, for hidden or 
output neurons. In this way, the neural network 
contains a memory of the past inputs via the 
activations (see Fig.3). 

Two types of RNN are known, partial and fully 
RNN.  

Two major architectures for limited recurrent 
networks are widely used, the Elman structure and 
the Jordan structure. Elman [27] suggested allowing 
feedback from the hidden neurons to a set of 
additional inputs called context neurons. The output 
neurons function may be linear or nonlinear. 
Earlier, Jordan [28] described a network with 
feedback from the output back to a set of context 
neurons. This form of recurrence is a compromise 
between the simplicity of a feed-forward network 
and the complexity of a fully recurrent neural 
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network because it still allows the popular back 
propagation training algorithm to be used.  

 

Fig.3 Partial recurrent neural networks  
 
Fully recurrent NN have each neuron connected 

to all the others. The output of a neuron depends not 
only on the outputs of the other neurons, but also on 
theirs previous outputs. The RNN neurons have 
nonlinear activation functions and a complex 
dynamic behaviour, so these networks are 
especially recommended for real time applications. 
RNN with the same structure have different 
dynamic evolution if they are trained with a 
different algorithm. Thus a RNN is completely 
defined by both architecture and training algorithm. 
Some of the training algorithms are back 
propagation through time with its variants and real 
time recurrent learning [29]. These algorithms 
minimize the gradient of the global error. The 
numerical complexity of calculus is N4,

 

where N is 
the number of the RNN neurons. The reduced 
dimension of the RNN if compared with the MLP 
and RBF-NN, in conditions of the same 
performance, is the major argument of using RNN 
in real time applications. 

 
2.3 Performance parameters 
 As performance parameters the mean square 
error (MSE), the positive predictive value (PPV), 
the negative predictive value (NPV) and global 
percentage of correct classification (GPCC) were 
considered relevant. 
     The mean square error was defined in the 
previous section, by relation (6). 

The positive predictive value represents the 
proportion of patients actually having the feature of 
interest among those classified as positive. 
     The negative predictive value means the 
proportion of patients not having the feature of 
interest among those classified as negative. Ideally 
one would like to have high values for both 

predictive values. 
     The global percentage of correct classification 
was calculated as the proportion of correctly 
classified patients (regardless of the positive or 
negative value), from the entire testing dataset. 
 

3. Problem Solution  
    As NN application development environment we 
used Neurosolutions 5.0 for Excel. We have pre-
processed data from the original SPSS format, a 
statistical analysis software program and exported 
them into the Microsoft Excel format, compatible 
with the Neurosolutions software. The cohort 
contained 365 cases with no prostate capsule 
penetration and 183 cases diagnosed after radical 
prostatectomy with positive capsule penetration. 

The input data were randomized and pre-
processed as follows:  
 Age, total Gleason Score and preoperative PSA 
were considered in absolute value; 
 Preoperative TNM stages were assigned  with 
the following values: T2a = 1; T2b = 2; T2c= 3;  
T3a = 4; T3b = 5;  
 To the predicted output, the capsule penetration, 
values of 0 and 1 were assigned, for the cases 
without prostate capsule penetration, respectively 
for the cases with penetration.  

The partition of the database into the training, 
validation and testing group has a major influence 
on the NN overall performance [20]. We used 
different partitions of our database according to 
some empirical common sense, in order to improve 
the prediction accuracy.   

Several models of prostate penetration 
prediction have been developed, using various NN 
architectures: MLP, radial basis function NN and 
recurrent NN.  

In order to obtain the best complexity/accuracy 
ratio, we have used various structures (different 
number of neurons on the hidden layers), different 
activation functions and different training 
algorithms. 

 
3.1 Example 1 
    We have used the following data sets: 

 300 cases for training;  
 70 cases for cross-validation;   
 178 cases for testing.  
 The MLP NN with the best performance had a 

structure of 4 neurons on the first hidden layer, 8 
neurons on the second one and 1 neuron as output. 
A non-linear activation function, the hyperbolic 
tangent, was used to update all the neurons and the 
back-propagation algorithm with momentum to 
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train the NN parameters. The selected momentum 
was 0.7. 

Another NN with a good performance was a 
RBF NN combined with a MLP. The RBF–MLP 
NN had a structure of 4 neurons on the first hidden 
layer, 8 neurons on the second one (the MLP layer) 
and 1 neuron as output. The Gaussian activation 
function and Euclidean distance were used for the 
RBF neurons and the hyperbolic tangent for the 
other ones. The competitive algorithm with 
conscience was used to obtain the RBF centers and 
the back-propagation algorithm with momentum 
was used to determine the MLP parameters. The 
chosen momentum was 0.7.  

The RNN was of Jordan-Elman type and it had a 
structure of 4 neurons on the first hidden layer, 8 
neurons on the second one and 1 output neuron.  

The performance parameters, respectively the 
mean squared error (MSE), positive predictive 
value (PPV) and negative predictive value (NPV) of 
these networks are shown in Table 1. The MSE, the 
PPV and NPV in our study were better than the 
results of similar experiments available in literature 
[9], [10], [12].  

 
Table 1 NN performance 

parameters 
 

Type of NN/  

Performance 

parameter 

MSE PPV[%] NPV[%]

MLP 

(4-8-1) 
0.05970759 90.74074074 97.58064516

RBF-MLP 

(4-8-1) 
0.073881769 90.74074074 96.77419355

RNN 

(4-8-1) 
0.042889437 92.59259259 97.58064516

 

Table 2 represents the NN performance in terms 
of the global percentage of correct prediction. 

For comparison, the statistical logistic regression 
(LR) applied to the same database, in order to 
predict the prostate capsule penetration, has given a 
percentage of correctly classified cases of 94.89%. 

It can be observed that all NN prediction models 
performed better than the logistic regression.  

In the best case it can be noticed an 
improvement of 1.18 %. This can be interpreted as 
a promising result.  

 

Table 2 Global performance 

Type of 
NN 

Global percentage of 
correct  

prediction 

MLP 

(4-8-1) 
95.51% 

RBF-MLP 

(4-8-1) 
94.94% 

RNN 

(4-8-1) 
96.07% 

LR 94.89% 

 
 
3.2. Example 2  
The following partition of the database was used: 
 300 cases for training;  
 150 cases for cross-validation;   
 98 cases for testing.  

The MLP NN with the best performance had a 
structure of 4 neurons on the first hidden layer, 8 
neurons on the second one and 1 neuron as output. 
A non-linear activation function, the hyperbolic 
tangent, was used to update all the neurons and the 
back-propagation algorithm with momentum to 
train the NN parameters. The chosen momentum 
was 0.7 as well. 

Another NN with a good performance was a 
RBF NN combined with a MLP. The RBF–MLP 
NN had a structure of 4 neurons on the first hidden 
layer, 8 neurons on the second one (the MLP layer) 
and 1 neuron as output. The Gaussian activation 
function and Euclidean distance were used for the 
RBF neurons and the hyperbolic tangent for the 
other ones. The competitive algorithm with 
conscience was used to obtain the RBF centers. The 
back-propagation algorithm, with a chosen 
momentum of 0.7, was used to determine the MLP 
parameters. 

Various RNN with different memory constants 
have been tested:  partially RNN and fully RNN. 
The best one had a structure of 4 neurons on the 
first hidden layer, 8 neurons on the second one and 
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1 output neuron. The back-propagation through 
time algorithm with the chosen momentum of 0.7 
was used to train the RNN parameters. The memory 
constant was 0.8. 
    Table 3 represents the NN performance in terms 
of positive predictive value, negative predictive 
value and global percentage of correct prediction. 
The PPV, NPV and GPCC in our study were better 
than the results of similar experiments available in 
literature [9], [10], [12].  

 
Table 3.  NN performance parameters 

 

Type of NN/ 
Performance 
parameter 

PPV[%] NPV[%] GPCC[%] 

MLP 

(4-8-1) 
96.88 95.45 95.92 

RBF-MLP 

(4-8-1) 
96.88 93.94 94.9 

Partial RNN  

(4-8-1) 
96.88 95.45 95.92 

Fully RNN  

(4-8-1) 
100 95.45 96.94 

LR - - 94.89% 

 
It can be observed that all NN prediction models 

performed better than the statistical method. In the 
best case it can be noticed an improvement of 
2.05% of the global percentage of correct 
classification. This can also be interpreted as very 
encouraging.  
 
3.3. Example 3 
In our final experiments, we have compared the 
performance of a MLP NN, using the original 
database and new dataset, resulting from a 
stratification of the parameters which will be 
presented below. 

In both cases, we have used a MLP NN with the 
following structure: only one hidden layer, with 8 
neurons, hyperbolic tangent activation function and 
the back-propagation algorithm, with a momentum 
of 0.8. The training set included 350 patients, the 

cross-validation had 50 patients, while the testing 
set was composed of 148 patients. 

For the stratification of the input parameters we 
have used the selection criteria recently published 
by Makarov et al [30], criteria which have been 
used for the development of the last edition of the 
Partin nomograms. 
      The first stratified parameter was the PSA value, 
which was divided into the following categories, 
with the assigned values in brackets: 0 – 2.5 ng/ml 
(1), 2.6 – 4 ng/ml (2), 4.1 – 6 ng/ml (3), 6.1 – 8 
ng/ml (4), 8.1 – 10 ng/ml (5), > 10 ng/ml (6).  

The second parameter, the T stage, was stratified 
as follows: T2a (1), T2b + T2c  (2), T3a + T3b  (3).  

Finally, the total Gleason score was stratified in 
the following categories: Gleason score 5 and 6 (1), 
Gleason score 7 from 3+4 (2), Gleason score 7 from 
4+3 (3), Gleason score ≥ 8 (4). 

We have obtained the following results: for the 
both databases mean square error was relatively 
high (5.72% – rough database vs. 5.45% – stratified 
database), but the predictive values were very good, 
as we can observe from Table 4 overall prediction 
accuracy was the same, 96.59%, with small 
differences between PPV and NPV.  

 

     
 

Fig. 4. The evolution of MSE for the rough 
database 

 

 
 

Fig. 5 The evolution of MSE for the stratified 
database 
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Table 4. NN performance parameters 

 

Database/ 
Performance 
parameter 

PPV[%] NPV[%] GPCC[%] 

Rough 96.55 96.63 96.59 

Stratified 94.83 97.75 96.59 

 
These results proof once again that NN can 

manage well sets of data distributed in a very large 
range of values. 
 
 

4.   Conclusions  
Neural networks (NN) are promising tools that 

can assist the clinicians in the diagnosis process and 
in therapy decision making, because they can deal 
with a great number of parameters, learning from 
examples and assessing any nonlinear relationships 
between inputs and outputs.  

The NN performance in prostate cancer 
prediction was better than one obtained with the 
statistical logistic regression. The best gain of 
improvement by using NN is 2.05%, quite a 
significant difference. In clinical terms this is 
beneficial, avoiding over-treatment in a number of 
cases with prostate capsule penetration, when 
radical prostatectomy is no longer an option. This 
also has a beneficial psychological impact on the 
patient, by avoiding unnecessary surgery.   

Using a stratified database, according to the 
latest statistical and representation concepts used in 
the current medical practice, did not improve the 
global percentage of correct classification. 

The performance limits of the neural network 
prediction, in our opinion, are given by the rather 
reduced dimension of the database and by its 
retrospective modality of collecting. 

Taking into account a larger number of 
parameters, as for instance the third and fourth 
grade Gleason patterns might improve the overall 
NN prediction. 
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