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Abstract:- Even though multilayer perceptrons and radial basis function networks belong to the class of artificial n
networksandthey are used for similar tasks, they have very different structures and training mechanisms. So,
researchers showdetter performance with radial basis function networks, while others showed some different re
with multilayer perceptrons. This paper compare<thssificationaccuracy of the two neural networks with respect tc
training data set sizeand showghe performance dhe twoneural networks can kdifferently dependent on training
data set size. ¥perimentsshow the tendency that multilayer perceptrons have better performance in relatively la
training data setfor some data setgven though radl basis function networks have better performance in relativel
smaller trainingset size for the same data s@&tise experiment was done witbur real world data sets.
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1 Introduction be long [16]. But a good point of MLPs is their

Many algorithms have been developed and applied fo,appllca_blllty to any field of pattern recognition tasks of
the task of data mining and machine learning [1, 2]_superv_|seo_l Iearnlr_lg. On the other har_1d, RBFNs perforr
Among the algorithmsneural network$iaveplayed an cIu_sterlng in the hidden layer. Depending on Wh(_ere a dat
important rolefor the task There are many neural POINt béongs to a cluster, the data point will have
network algorithms suggested [3, 3 §. Among them different effect on the outp_ut [17, 18]. So the performar_]ce
multilayer perceptrons (MLPs) Thare important tools in ~ ©f RBFNs can be good, if we have chosen appropriat
various classification taslk® that there are many success radial basis functions for target data sets [19]. Some wea
stories using MLPs§, g. On the othehand, radial basis point of RBFNSs is ineffectiveness farevant fe_atur_es,
function networks (RBFNsare another neural networks Pecause all features are treated equally in distanc
of which functionality is comparable to that of MLAg], ~ Calculation. On the other hand, MLPs can have gooc
Recently many researchers have reported success storigg§’formance, even if the data set contains irrevan
using RBFNs, antiaveshown better performance of the features. _
RBFNs than MLPs [11, 12, 134, 15. In sectlo_n 2, we provide the_ related \_Nor_k to our
Even though MLPs ahRBFNs are used for similar research, anth s_ecton 3 we provide the pr|n0|ple_s of
purposes, the two neural networks have very different@ural networks like MLPs, RBF networks)d sampling.
network structures and training mechanistasMLP N sections 4 we present our metfaidexperiment, and
have several layers including an input layer, severaf€veralexperimens were run to see thgropertyof the
hidden layers, and an output layer, wiEIRBEN has, in two _neural networksr_l section5. Finally section 6
general, ont three layers including an input layer, a Provides some conclusions
hidden layer, and an output layer. The hidden layer of
RBFN is trained bglustering in generalf the number of
hidden layers of MLPs is small, the two neural networks2 Related work
look similar in shape. Neural networks can be divided into two classes based c
Due to the structutadifference between the two how the nodes in the networks are interconneeted
neural networks, we have very different training recurrent neural networks and fefedward neural
mechanisms for the two neural networks. MLPs usenetworks. In recurrent networks the connection can b
backpropagation algorithm to train connection weightsinterconnected recurrently, while fegatward networks
between layers, and because the backpropagatiooannot [20]. MLPs and RBFNs belong to fdedwvard
algorithm relys on gradiemescent, computing time can networks. Because there can be many parameters for tl

ISSN: 1109-2750 1297 Issue 11, Volume 9, November 2010



WSEAS TRANSACTIONS on COMPUTERS Hyontai Sug

optimization of the neural networksyany evolutionary  where | is the domain of input and O is the domain of
search algorithms were suggestetil,[ 22 23, 24. output.
Evolutionary search algorithms try to find global optimal MLPs were introduced in middle of 80's to enhance
solutions so that it is possible to find betteeural  the limited capability of perceptronisecause perceptrons
networks. But the algorithms require more extensivehave difficulty in solving linear separaityl problem like
computing time as well as more elaborate techniquesKOR problem [29] Fig. 1 shows the linear separability
related to the evolutionraycomputation like the problem of XOR. We cannot draw a line that can separat
representation technique of network structures and from 1 in XOR result, so is true with the perceptron.
weights.

The performance of inducted knowledge is also
dependent on the available data sets, because in mo
cases we do not have complete data sets that reflect tt
application domai well. Training data set size and data

set property itself play important role for the performance il
of the trained knowledge model. Chan étl. [25] k 2 (1’ (1’
discussed the effect of sample size in the design o 1 1 o 1
guadratic and neural network classifiers, and fouvad t 1 1 0

good sample size depends on the classifier,

dimensionality of feature size, and distribution of features O S
Raudys and Jain [26] considered sample size in practice 0 L

sense. Theyrecommendedsmaltsized samples for

feature selection and error estimatidn pattern

recognitionfields of several classifiersMazuro et. al.

[27] showed thaimpalanced clqss value distribution in Fig. 1 XOR problem
data set plays an important ralethe development of

neural network especially for medical domaifihree A perceptron has only twlayers, input layer and output

sampling schemes, arithtie geometric, and dynamic |ayer. The output of a perceptron is weighted sum of its
sampling scheme are discussed to find a best decision tregyts,

in [28]. The authors found that the accuracydetision
tree classifieincreases as the sample size increases and £(3 im0 WX; - 0) )
the curve of accuracy is logarithmic, so they usedate

of increase in accuracy as stopping criteria for their

k where f is an activation functior® is threshold for
samplingscheme

output w; is a weight, and; is an input.Thereare k+1
input nodes. The activation function determines the fina
. output.Threeactivation functiondike step function, sign
3 The method of experiment function, and sigmoid functioare mostly usedAmong
We apply three existing techniques in our method;themsigmoid functions are widely used. An example of
multilayer perceptrons, radial basis function networks,sigmoid function is 11 + €°). Fig. 2 showsa simple
anda sampling technique. perceptron

On the other handyILPs havehree layersan input
layer, an output layer, ara hidden layer.The hidden

3.1 Multilayer perceptrons layer can contain several layek$LPs becameery well
The task ofclassificationwith neural networkscan be  knownby the efforts ofheparallel distributd group BQ.
stated as a function approximation problem. An important property of MLPs is backpropagation

When we areigen a set of samplesx, y;) such that learning algorithn[31], and by the learning algorithm a
f(x)) =y fori=1, ..., n, where nis the sample size qrigl variety problem could be solved including linear
aninputvector. We want to find an unknown function f separability problem that were impossible to solve with
that minimize the error, E(f, f') where f is a prior function perceptrons.
that predicts outcome exactiyhat is,the prior functiorf
can be written as follows:

f:1—-0 1Y
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input

Fig. 2 A perceptron

Unlike other statistical method MLPs do not need
assumptions about data distribution so that they are goo
at prediction tasksvhere we don’'t have much statistical
informationabout data. There are many cases that repor
successful application of MLPs3%, 33. Because of
structural similarity, we can consider thatVlLP is a
combination of perceptronswith different training
mechanismBecause MLPs hawaultiple hidden layers
they havemore power in predictability tharepceptrons.
Fig. 3 shows a semadic view of a simple multilayer
perceptron where the number of hidden layéws
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the property of being sensitive to some particular visua
characteristics [J.

The task ofclassificationwith RBFRN is a function
approximation problemso we want to fid f of f in
equation ().

While multilayer perceptrons use sigmoid functions
for activation functions, RBFNs use radial basis functions
at hidden layer. Fig. 4 shows a schematic view of a RBI
N.

Fig. 4 A RBFN

There can be a variety of radial basiadtions, for
example, Gaussian, multiquadric, cauchy, ,etnd
among them Guassian is mostly us€eénter point and
radius are two parameters fibre radial function. If we
use Gaussian as a basis function, mean is the center a

variance is the radiusn lorder to find appropriate center

and radius, we may use some unsupervisechitear
algorthms like Kmeans clustering

3.3 Geometric sampling

When we sample data, we can increase the sample si

progressivelyln geometic samplingthe sample size is
increased geometricallgs we sample more and more.

We can define sample size @r a sampleseti in

Fig.3 A MLP

3.2 Radial basis function networks
RBFNs were also introduced in late 8034] slightly
later than MPLsThe function ®8RBFNs is based on the

geometric sampling with the following equation:

Gi=GxC 3
Here, Gy is the initial sample size and C is a consfant
increment.

So, we can have a geometrical progressain
sampleses in size, G G,= Gy[T, G,= Go[T? G3= GG,
and so on. For example,@&= 200 andC = 2, thenG, =

function of actual neurons like visual cortices that have400,G, = 800,G;= 1,600, and so on. As we can see from
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the example, if we usgeometric sampling, sooner or Between the two data sets, ozone eight luaia setis
later we can have very big sample sizes. selected.For ‘ozone’ data set was giveras the number
of clusters for RBF networks, and the number of hidder
layers for MLPsis half of the nhumber of attributes plus
the number of classes, and traing time is 30@. number

We want to see the effects of training data set size in th@' Instancesin ‘ozone’ data seis 2,536. The initial

performance of MLPs and RBFNs. For this purpose some&aMple size for training is 200, and the rest of the data s
large data sets will be chosen, therometric and after sampling is used for testing, so we have bigger te:
progressive sampling will be done to simulate the Set data when sample size is snidicause the data set is

situation of various training data set sizes, from small toh°t large enough for geometric sampling, we did
large. The progressive sampling will be stopped when th&ddtional sampling in the size of 1,200 that is almost half

sampling size becomes about the half of original data sep! the original data set sizén the experiment four
for us to have engh test data also. random samples for each sample size are used. The tab

The following is a brief description of the procedure CONtain average accuracy values.

3.4 The methodof experiment

of theexperiment for sampling. Table 1. RBF networks and MLPs for
‘ozone’ data set with different sizes of
INPUT : a data set training data sets
o: initial sample size
OUTPUT: Ar, Am Samplg Accuracy of RBFN | Accuracy of MLP (%)
I* A . the set ofverageaccuracy of RBFNS, size | (%)
Amp: the set olverageaccuracy of MLPs */ 200 930831 92,0269
j=1; 400 93.759 92.5313
Do While o is about thenalf of the target data set 800 | 93.6563 92.659
Fori =1 to 4do /* repeat 4 times */ 1,200 | 93.497 93.122
Do random samplingf sizeg; 1,600 | 93.606! 93.739
Trainand test RBFN and MLP;
End For; If we look at table 1, wean notice that RBFNs are
r:= theaverageaccuracy of the RBFN; usually better for ‘ozone’ data set. Stor the data set
m;:= theaverageaccuracy of the MLP; RBFN is better choice.
At = A O {1}; Fig. 5 displays the trend of prediction accuracy of
Amip == Anp 0 {m}; RBFNs (dotted line) and MLPs (solid line) for theone
0:=0 X 2 j++; data set more clearly as the traindaja set size grows.
End while: In the figure X axis represents the sample size and Y axi

represents prediction accuracy .

In the aboveprocedure we repeat 4 timesr feach

sample size to remove accidental effect in sampling. The 9%
used radial basis function in RBFN is Gaussian and ~———
k-means clustering is used. The numbehiafden layers 935 . LY
for MLPsis given appropriately. .7
93 - /
4 Experimentation 925
Experimens were run using four data sets in UCI /
machine learning repositorg] called‘ozoné, ‘census 92
income’, ‘statlog’, and ‘forest cover typetd see the
effect of thetraining data set size for the accuracy of the 915 .
neural networks. The four data sets have relatively large 200 400 200 1200 1600
data set size, so they are good for the experiment

Fig. 5 The accuracy values of RBFNs
(dotted line) and MLPs (solid line) for
4.1 Experiment with ozone data set ‘ozone data set with different sizes of
The ozonedata set [3] contains two koids of data training data sets
sets ozone one hour data set and ozone two hour data set.
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Tabke 2 shows

individual

results of the
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Table 3 show the result of training for the two

experiment when sample size is 200, 400, 800, 1,200eural network algorithmsThe initial sample size for
and 1,600 for further reference.

Table 2. RBFNs and MLPsfor ‘ozoné

training is 2500, and the size of samples is doubled as tht
while loop runs, and we stop sampling when the sampl
size reaches td0,000, and sample size 60,000 is tried

data set when sample size is 200, 400, 800,

1,200 and 1,600

alsa The rest of the data set after sampling is used fo
testing, so we have bigger testtases when sample size

Sample sizg Accuracy | Accurecy is small.
of RBFN(%)] of MLP(%) Table 3. RBFNs and MLPs for ‘census
01.4347 02.1627 income’ data set with different sizeof
200 93.7446 | 92.3736 training data set
ggggg; gigggg Sampe | Accuracy of RBN | Accuracy of MLP
: : Size (%) (%)
average gi:gg% gg:gggi 2,500 93.91588 94.02115
400 93 4864 99 9709 5,000 94.3767 94.19763
93 8144 97 0337 10,000 94.33915 94.0922
93 7207 97 5023 20,000 94.35875 94.62895
average | 93.7559 | 92.5843 28'888 gj'ggggg gjggg%
93.887 92.2722 ’ - -
800 ggz;g?) ggg;gg If we _Iook at table 3, we cenotice the fact that when
93'5409 93'0219 sample sizes are small, the accuracy of RBEN&ESso
: : mostly better,but when sample sizeare large, the
average 93.6563 92.6759 accuracy of MLPss better. Fig. 6 displays the trend of
93.5532 93.1784 prediction accuracy of RBFNs (dotted line) and MLPs
1,200 94.2279 93.4783 (solid line)for census income data set more clearly as thi
93.3283 93.3283 training data set size grows. In the figure X axis
92.8786 92.5037 represents the sample size and Y axis represen
average 93.497 93.1222 prediction accuracy .
93.8972 93.469
1,600 93.0481 93.7968
93.5829 94.1176 949
93.8972 93.576
average 93.6064 93.7399

94.7 /__/
945 -
-
- / - -
_____ -
94.3 /

4.2 Experiment with census income data set
Experimens werealsorun using avery largedatasetin

the UCI machine learning repository called
‘censugncome’[38]. Thetotal number of instances for
training and testingis 299,285 There are two las®s,
yearly income being greater than or equal to 50,000 and
less than 50,000There are total of 67,652 duplicate or
conflicting instances.The total number of attributes
including class attributas 42. Among them eight
attributes are continuous altintes. The census income
data set hagery big data records, and the size of the data
set is very largeso, 84 clusters are used in-iieans
clustering.In order to train MLPs the given number of
hidden layers isen and the traing time 800, because
the size ofdata set is verlarge
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Fig. 6 The accuracy values of RBFNs
(dotted line) and MLPs (solid line) for
‘censws income’ data set with different
sizes of training data sets
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Table 4 shows individual result of the while loop runs, and we stop sampling when the sampls
experiment when sample size is 5,000, 10,000 size reaches to about half of the data set size. The rest
20,000, and 40,000. the data set after sampling is used for testing, so we hay

bigger tst datases when sample size is small.
Table 4. RBFNs and MLPsfor ‘census

income data set when sample size is form

5,000 to 9,000 Table 5. RBFNs and MLPs for ‘statlog’
data set with different sizes of training
Sample sizd Accuracy Accuracy data set
of RBFN(%) | of MLP(%)
94.3990 93.8274 Samge | Accuracy of RBN | Accuracy of MLP
' ' ' %) (%)
5,000 94.5165 94.5655 Slze (
94 3565 03.7961 400 84.62718 84.58163
94.2348 94.6065 800 85.11978 86.4463
: : 1,600 87.26538 87.17753
average 94.3767 94.19763
94 3053 03.7912 3,200 87.49035 88.49035
10,000 94.2313 94,1283

If we look at table 5, we can notice the fact thate
is almost no relationship between sample size an
accuracy between the two nueral networks. So
experiments were done more for some middle sampl

94.4726 93.9001
94.3474 94.5492
average 94.3315 94.0922

94.3076 94.4279 sizes.Table 6 showtheresult of trainingat some middle

20,000 94.4508 94.8157 sample sizes that were not considered at the experime
94.5101 94.6363 in table 5 It also shows thavhen sample sizes are small,
94.1665 94.6359 the accuracy of RBFNs mostly betterput when sample

average | 94.35875 | 94.62895 sizes are large, the accuracy of MLP®etter. figure 7
94.5431 94.8223 shows the combined result of table 5 and table éhe

40,000 94.5331 94.5481 figure X axis represents the sample size and Y axi
94.3988 94.6329 represents prediction accuracgnd dotted line is for
94.4548 94.5311 RBFNs and solid line is for MLPs

average 94.48245 94.6336

Table 6. RBFNs and MLPs for ‘statlog’
data set with another different sizes of
training data set

4.3 Experiment with statlog data set

Experimens werealsorun using a mediursizeddataset Sampe | Accuracy of RBIN | Accuracy of MLP
in the UCI machine learning repository called 'statlog] Size (%) (%)

[39]. The data set consists of the musipectral valuesf 600 84.9621 84.84213
pixels in 3 by 3 neighbourhoods in a satellite imaayel 2,400 87.33123 88.11173
the classificatiomssociated with the central pixeleach | 2,800 87.46305 88.23328

neighbourhood. Irthe data set, the class of a pixel is
coded as number, and there areveaclasses, buhere

is no data for class 6. The total number of attributes is 36
which comes frord spectral bands muitied by 9 pixels

in neighbourhoodand all of them have numerical values
in the range 0 to 255. The total number of instances is
6,435.

The statlogdata set haselatively small number of
instances compared to the other data sets and all attributes
are numeric S0,36 was chosen dke number of clusters
for clustering In order to train MLPs the given number of
hidden layers is eighteen, and the traing tinrsd&

Table 5 show the result of training for the two
neural network algorithmsThe initial sarple size for
training is 400, and the size of samples is doubled as the
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Fig. 7 The accuracy values of RBFNs
(dotted line) and MLPs (solid line) for
‘statlog’ data set with different sizes of
training data sets

Table 7 shows individual

result of the
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The forest cover types data set(] includes forest
information in four wilderness areas found in the
Roosevelt National Forest of northern Colorado. It has
twelve continuous attributes as independent variables
while seven major forest cover types wereduss a
dependent variableThe total number of instances is
581,012. V¢ chee 14 as the number of clusters for
clustering. In order to train MLPs the given number of
hidden layers is the half of the number of attributes plus
the number of classes, and thaing time is 500 for the
forest cover types data set, because the forest cover typ
data set contains continuous values only for depender
variables.

Table 8 show the result of training for the two
neural network algorithmsThe initial sample size for
training is 400, and the size of samples is doubled as tF
while loop runs, and we stop sampling when the sampl
size reaches to about half of the data set size. The rest
the data set after sampling is used for testing, so we hay
bigger test set datahen sample size is small.

Table 8. RBFNs and MLPs for ‘forest
cover types’ data set with different sizes

experiment when sample size is 400, 600, 800, and
1,600.

of training data set

Table 7. RBFNs and MLPsfor ‘statlog Sampe | Accuracy of RBIN | Accuracy of MLP
data set when sample size is 400, 600, 800, size (%) (%)
and 1,600 200 62.4881 60.9312
: 400 64.1559 62.2087
Sampe size| Accuracy | Accuracy 3800 65.8715 66.1581
RBFN(%) | MLP(%) 1,600 67.4969 68.1597
85.1698 | 84.4905 3,200 68.0128 70.2124
400 85.2693 | 85.5178 6,400 68.6423 72.9120
840762 | 84.3248 12,800 69.0365 75.4644
839934 |83.9934 25,600 68.9293 76.9944
average 84.62718 84.58163 51,200 69.0065 77.9508
859640 | 84.353 102,400 69.2892 78.7463
600 85.1757 | 86.0154 204,800 69.2851 79.3237
83.9246 84.3188
84.7841 84.6813 If we look at table 8, we can notice also the fact thai
average | 84.9621 | 84.84213 when sample sizeare small, the accuracy of RBFI¥s
84.8980 | 87.2227 also betterbutwhen sample sizes are large, the accurac
800 85.9982 | 86.3354 of MLPsis better. Fig. 8 displays the trend of prediction
84.5075 | 85.5723 accuracy of RBFNs (dotted line) and MLPs (solid line)
85.0754 86.6548 for forest cover types data set more cleaty the
average 85.11978 | 86.4463 training data set size grows. In the figure X axis
87.1768 87.0527 represents the sample size and Y axis represen
1,600 87.2622 86.0835 prediction accuracy .
88.2316 87.7973
86.3909 87.7766
average 87.26538 | 87.17753

4.4 Experiment with forest cover types data set
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Fig. 8 The accuracy values of RBFNs
(dotted line) and MLPs (solid line) for
‘forest cover types’ data set with different
sizes of training data sets

Table 9 shows

experiment when sample size is 200, 400, 800 an

1,600.

Table 9. RBFNs and MLPsfor ‘forest
cover types data set when sample size is
200, 400, 800, and 1,600

Sample size| Accuracy | Accuracy
of RBFN(%) | of MLP (%)
61.9033 58.5325
200 61.1299 61.6938
62.5409 60.8436
64.3781 62.6550
average 62.4881 60.9312
65.3745 64.7122
400 61.9159 62.6313
65.1642 61.8411
64.1688 59.6500
average 64.1559 62.2087
65.9504 65.8595
800 65.208 66.9400
66.6698 66.0983
65.6615 65.7346
average 65.8715 66.1581
67.7451 67.5559
1,600 66.6755 69.8988
66.6964 67.3745
68.8705 67.8096
average 67.4969 68.1569

5 Conclusion
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There are many methods for the task of data mining an
machine ¢éarning. Among the methods, neural networks
are widely accepted, and neural networks are considere
very successful tools for the task. There are many neur:
network algorithms suggesteAmong them multilayer
perceptron@LPs) and radial basis function
neworkgRBFNs)are two representative neural network
algorithms that are widely used for classificatiask
Interestingly, someaesearcherdiave reported that the
performance of radial basis function networks are bette
than that of multilayer perceptrofar their applications,
but some other researchdravereported the opposite
results.This conflicting reports might be because of the
fact that whichever neural network is used, there art
many parameters that affect the performance of the use
neural nework. That is, the structure and training
methods of neural network give us many possibilities for
further optimization. For example, the structure of neura
network is usually determined by the knowledge of

individual result of the human experts, and the training is based oresgreedy
gearch algorithms. Another factor is that the performanci

of a neural network is also dependent on the availabl
data sets

Because the target data sets in machine learning «
data mining tasks may not conté@ngeenough data that
represent thetarget domain well, the trained neural
networks mighinot represent the best neural network for
the target applicationSo we want to find out any
relationship between training data set size and th
performance ofthe two neural network algorithms
RBFNsand MLPs

We experimented the two representive neural
network algorithms, RBFNs and MLPs, for classification
tasksof some data seté repeated progressive sampling
methodwith various sample sizegas appliedo find out
if there is any relationship beten data set size and the
performance The experiment was doneith four real
world data setsAmong them, one data set showed that
RBFN is mostly better than MLPs. On the other hand, it
was found out that even though the performance of
RBFNs is good wherthe size of training data set is
relatively small, the performance is reversed when the
size of training data set size is relatively laigéhe other
three data sets. From this fact, we can notice that th
accuracy of MLPs can be improved reltively ménan
that of RBFNs, if we can have more data.
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