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Abstract: - Even though multilayer perceptrons and radial basis function networks belong to the class of artificial neural 
networks and they are used for similar tasks, they have very different structures and training mechanisms. So, some 
researchers showed better performance with radial basis function networks, while others showed some different results 
with multilayer perceptrons. This paper compares the classification accuracy of the two neural networks with respect to 
training data set size, and shows the performance of the two neural networks can be differently dependent on training 
data set size. Experiments show the tendency that multilayer perceptrons have better performance in relatively larger 
training data sets for some data sets, even though radial basis function networks have better performance in relatively 
smaller training set size for the same data sets. The experiment was done with four real world data sets. 
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1 Introduction  
Many algorithms have been developed and applied for 
the task of data mining and machine learning [1, 2]. 
Among the algorithms, neural networks have played an 
important role for the task. There are many neural 
network algorithms suggested [3, 4, 5, 6]. Among them 
multilayer perceptrons (MLPs) [57] are important tools in 
various classification tasks so that there are many success 
stories using MLPs [8, 9]. On the other hand, radial basis 
function networks (RBFNs) are another neural networks 
of which functionality is comparable to that of MLPs [10]. 
Recently many researchers have reported success stories 
using RBFNs, and have shown better performance of the 
RBFNs than MLPs [11, 12, 13, 14, 15].  

Even though MLPs and RBFNs are used for similar 
purposes, the two neural networks have very different 
network structures and training mechanisms. A MLP 
have several layers including an input layer, several 
hidden layers, and an output layer, while a RBFN has, in 
general, only three layers including an input layer, a 
hidden layer, and an output layer. The hidden layer of 
RBFN is trained by clustering in general. If the number of 
hidden layers of MLPs is small, the two neural networks 
look similar in shape. 

Due to the structural difference between the two 
neural networks, we have very different training 
mechanisms for the two neural networks. MLPs use 
backpropagation algorithm to train connection weights 
between layers, and because the backpropagation 
algorithm relys on gradient descent, computing time can 

be long [16]. But a good point of MLPs is their 
applicability to any field of pattern recognition tasks of 
supervised learning. On the other hand, RBFNs perform 
clustering in the hidden layer. Depending on where a data 
point belongs to a cluster, the data point will have 
different effect on the output [17, 18]. So the performance 
of RBFNs can be good, if we have chosen appropriate 
radial basis functions for target data sets [19]. Some weak 
point of RBFNs is ineffectiveness for irrevant features, 
because all features are treated equally in distance 
calculation. On the other hand, MLPs can have good 
performance, even if the data set contains irrevant 
features.   

In section 2, we provide the related work to our 
research, and in section 3 we provide the principles of 
neural networks like MLPs, RBF networks, and sampling. 
In sections 4 we present our method of experiment, and 
several experiments were run to see the property of the 
two neural networks in section 5. Finally section 6 
provides some conclusions. 
 
 

2   Related work 
Neural networks can be divided into two classes based on 
how the nodes in the networks are interconnected – 
recurrent neural networks and feed-forward neural 
networks. In recurrent networks the connection can be 
interconnected recurrently, while feed-forward networks 
cannot [20]. MLPs and RBFNs belong to feed-forward 
networks. Because there can be many parameters for the 
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optimization of the neural networks, many evolutionary 
search algorithms were suggested [21, 22, 23, 24]. 
Evolutionary search algorithms try to find global optimal 
solutions so that it is possible to find better neural 
networks. But the algorithms require more extensive 
computing time as well as more elaborate techniques 
related to the evolutionray computation like the 
representation technique of network structures and 
weights.  

The performance of inducted knowledge is also 
dependent on the available data sets, because in most 
cases we do not have complete data sets that reflect the 
application domain well. Training data set size and data 
set property itself play important role for the performance 
of the trained knowledge model. Chan et. Al. [25] 
discussed the effect of sample size in the design of 
quadratic and neural network classifiers, and found that 
good sample size depends on the classifier, 
dimensionality of feature size, and distribution of features. 
Raudys and Jain [26] considered sample size in practical 
sense. They recommended small-sized samples for 
feature selection and error estimation in pattern 
recognition fields of several classifiers. Mazuro et. al. 
[27] showed that imbalanced class value distribution in 
data set plays an important role in the development of 
neural networks especially for medical domain. Three 
sampling schemes, arithmetic, geometric, and dynamic 
sampling scheme are discussed to find a best decision tree  
in [28]. The authors found that the accuracy of decision 
tree classifier increases as the sample size increases and 
the curve of accuracy is logarithmic, so they used the rate 
of increase in accuracy as stopping criteria for their 
sampling scheme.   
 

 

3   The method of experiment 
We apply three existing techniques in our method; 
multilayer perceptrons, radial basis function networks, 
and a sampling technique. 
 
  
3.1 Multilayer perceptrons 
The task of classification with neural networks can be 
stated as a function approximation problem. 
      When we are given a set S of samples (xi, yi) such that 
f(xi) = yi for i = 1, ..., n, where n is the sample size and xi is 
an input vector.  We want to find an unknown function f’ 
that minimize the error, E(f, f’) where f is a prior function 
that predicts outcome exactly. That is, the prior function f 
can be written as follows: 
 

f : I �  O                                 (1) 
 

where I is the domain of input and O is the domain of 
output.  

MLPs were introduced in middle of 80’s to enhance 
the limited capability of perceptrons, because perceptrons 
have difficulty in solving linear separability problem like 
XOR problem [29]. Fig. 1 shows the linear separability 
problem of XOR. We cannot draw a line that can separate 
0 from 1 in XOR result, so is true with the perceptron. 

 

Fig. 1 XOR problem 

A perceptron has only two layers, input layer and output 
layer. The output of a perceptron is weighted sum of its 
inputs. 
 

  f’(∑i=0~k wixi - θ)                           (2) 
 

where f’ is an activation function, θ is threshold for 
output, wi  is a weight, and xi is an input. There are k+1 
input nodes. The activation function determines the final 
output. Three activation functions like step function, sign 
function, and sigmoid function are mostly used. Among 
them sigmoid functions are widely used. An example of 
sigmoid function is 1/(1 + e-x). Fig. 2 shows a simple 
perceptron.  

On the other hand, MLPs have three layers, an input 
layer, an output layer, and a hidden layer. The hidden 
layer can contain several layers. MLPs became very well 
known by the efforts of the parallel distributed group [30]. 
An important property of MLPs is backpropagation 
learning algorithm [31], and by the learning algorithm a 
variety problem could be solved including  linear 
separability problem that were impossible to solve with 
perceptrons. 
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Fig. 2 A perceptron 

    Unlike other statistical method MLPs do not need 
assumptions about data distribution so that they are good 
at prediction tasks where we don’t have much statistical 
information about data.  There are many cases that report 
successful application of MLPs [32, 33]. Because of 
structural similarity, we can consider that a MLP is a 
combination of perceptrons with different training 
mechanism. Because MLPs have multiple hidden layers, 
they have more power in predictability than perceptrons.  
Fig. 3 shows a schematic view of a simple multilayer 
perceptron where the number of hidden layer is two. 

 

  

Fig.3 A MLP  

 
 
3.2 Radial basis function networks 
RBFNs were also introduced in late 80’s [34] slightly 
later than MPLs. The function of RBFNs is based on the 
function of actual neurons like visual cortices that have 

the property  of being sensitive to some particular visual 
characteristics [35].   

The task of classification with RBFN is a function 
approximation problem, so we want to find f’  of f in  
equation (1).  

While multilayer perceptrons use sigmoid functions 
for activation functions, RBFNs use radial basis functions 
at hidden layer. Fig. 4 shows a schematic view of a RBF 
N. 
 

 

Fig. 4 A RBFN 

There can be a variety of radial basis functions, for 
example, Gaussian, multiquadric, cauchy, etc., and 
among them Guassian is mostly used. Center point and 
radius are two parameters for the radial function. If we 
use Gaussian as a basis function, mean is the center and 
variance is the radius. In order to find appropriate center 
and radius, we may use some unsupervised learning 
algorthms like K-means clustering. 

 

 
3.3 Geometric sampling 
When we sample data, we can increase the sample size 
progressively. In geometric sampling the sample size is 
increased geometrically as we sample more and more. 
We can define sample size Gi for a sample set i in 
geometric sampling with the following equation: 
 

Gi = G0 × Ci                                 (3) 
 

Here, G0 is the initial sample size and C is a constant for 
increment. 

So, we can have a geometrical progression of 
sample sets in size, G0, G1 = G0⋅C, G2 = G0⋅C2, G3 = G0⋅G3, 
and so on. For example, if G0 = 200 and C = 2, then G1 = 
400, G2 = 800, G3 = 1,600, and so on. As we can see from 
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the example, if we use geometric sampling, sooner or 
later we can have very big sample sizes.  

 

 
3.4 The method of experiment 
We want to see the effects of training data set size in the 
performance of MLPs and RBFNs. For this purpose some 
large data sets will be chosen, then geometric and 
progressive sampling will be done to simulate the 
situation of various training data set sizes, from small to 
large. The progressive sampling will be stopped when the 
sampling size becomes about the half of original data set 
for us to have enough test data also.  

The following is a brief description of the procedure 
of the experiment for sampling. 
-----------------------------------------------------------------------  
INPUT : a data set 

σ: initial sample size 
OUTPUT: Ar, Am 
/* A rbf: the set of average accuracy of RBFNs, 
    Amlp: the set of average accuracy of MLPs */ 
j := 1;  
Do While σ is about the half of the target data set 
        For i =1 to 4 do /* repeat 4 times */ 

Do random sampling of size σ;  
Train and test RBFN and MLP;  

End For; 
rj :=  the average accuracy of the RBFN; 
mj :=  the average accuracy of the MLP; 
Arbf := Arbf ∪ { rj};  
Amlp := Amlp ∪ {mj};  
σ := σ × 2; j++;   

End while; 
--------------------------------------------------------------- 

In the above procedure we repeat 4 times for each 
sample size to remove accidental effect in sampling. The 
used radial basis function in RBFN is Gaussian and 
k-means clustering is used. The number of  hidden layers 
for MLPs is given appropriately.  
 
 

4   Experimentation 
Experiments were run using four data sets in UCI 
machine learning repository [36] called ‘ozone’, ‘census 
income’, ‘statlog’, and ‘forest cover types’ to see the 
effect of the training data set size for the accuracy of the 
neural networks. The four data sets have relatively large 
data set size, so they are good for the experiment  
  
 
4.1 Experiment with ozone data set 

The ozone data set [37] contains two koids of data 
sets- ozone one hour data set and ozone two hour data set. 

Between the two data sets, ozone eight hour data set is 
selected. For ‘ozone’ data set 4 was given as the number 
of clusters for RBF networks, and the number of hidden 
layers for MLPs is half of the number of attributes plus 
the number of classes, and traing time is 500. The number 
of instances in ‘ozone’ data set is 2,536. The initial 
sample size for training is 200, and the rest of the data set 
after sampling is used for testing, so we have bigger test 
set data when sample size is small. Because the data set is 
not large enough for geometric sampling, we did 
additional sampling in the size of 1,200 that is almost half 
of the original data set size. In the experiment four 
random samples for each sample size are used. The tables 
contain average accuracy values.  

Table  1. RBF networks and MLPs for 
‘ozone’ data set with different sizes of 
training data sets 

Sample 
size 

Accuracy of RBFN 
(%)  

Accuracy of MLP(%) 

200 93.0831 92.0269 
400 93.7559 92.5843 
800 93.6563 92.6759 
1,200 93.497 93.1222 
1,600 93.6064 93.7399 

 
If we look at table 1, we can notice that RBFNs are 

usually better for ‘ozone’ data set. So, for the data set 
RBFN is better choice. 

Fig. 5 displays the trend of prediction accuracy of 
RBFNs (dotted line) and MLPs (solid line) for the ozone  
data set  more clearly as the training data set size grows. 
In the figure X axis represents the sample size and Y axis 
represents prediction accuracy . 

 

 
Fig. 5 The accuracy values of RBFNs 
(dotted line) and MLPs (solid line) for 
‘ozone’ data set with different sizes of 
training data sets 
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Table 2 shows individual results of the 
experiment when sample size is 200, 400, 800, 1,200 
and 1,600 for further reference. 

Table  2. RBFNs and MLPs for ‘ozone’  
data set when sample size is 200, 400, 800, 
1,200 and 1,600 

Sample size Accuracy 
of RBFN(%) 

Accuracy 
 of MLP(%) 

91.4347 92.1627 
93.7446 92.3736 
93.9227 91.8402 

 
200 

93.2305 91.7309 
average 93.0831 92.0269 

94.0019 92.8304 
93.4864 92.9709 
93.8144 92.0337 

 
400 

93.7207 92.5023 
average 93.7559 92.5843 

93.887 92.2722 
93.714 92.3299 
93.4833 93.0796 

 
800 

93.5409 93.0219 
average 93.6563 92.6759 

93.5532 93.1784 
94.2279 93.4783 
93.3283 93.3283 

 
1,200 

92.8786 92.5037 
average 93.497 93.1222 

93.8972 93.469 
93.0481 93.7968 
93.5829 94.1176 

 
1,600 

93.8972 93.576 
average 93.6064 93.7399 

 
 
4.2 Experiment with census income data set 
Experiments were also run using a very large data set in 
the UCI machine learning repository called 
'census-income' [38]. The total number of instances for 
training and testing is 299,285. There are two classes, 
yearly income being greater than or equal to 50,000 and 
less than 50,000. There are total of 67,652 duplicate or 
conflicting instances. The total number of attributes 
including class attribute is 42. Among them eight 
attributes are continuous attributes. The census income 
data set has very big data records, and the size of the data 
set is very large, so, 84 clusters are used in K-means 
clustering. In order to train MLPs the given number of 
hidden layers is ten, and the traing time is 500, because 
the size of data set is very large. 

Table 3 shows the result of training for the two 
neural network algorithms. The initial sample size for 
training is 2,500, and the size of samples is doubled as the 
while loop runs, and we stop sampling when the sample 
size reaches to 40,000, and sample size 60,000 is tried 
also. The rest of the data set after sampling is used for 
testing, so we have bigger test data sets when sample size 
is small. 

Table  3. RBFNs and MLPs for ‘census 
income’ data set  with different sizes of 
training data set 

Sample 
Size 

Accuracy of RBFN 
(%)  

Accuracy of MLP 
(%) 

2,500 93.91588 94.02115 
5,000 94.3767 94.19763 
10,000 94.33915 94.0922 
20,000 94.35875 94.62895 
40,000 94.48245 94.6336 
60,000 94.52223 94.70715 

 
If we look at table 3, we can notice the fact that when 

sample sizes are small, the accuracy of RBFNs is also 
mostly better, but when sample sizes are large, the 
accuracy of MLPs is better. Fig. 6 displays the trend of 
prediction accuracy of RBFNs (dotted line) and MLPs 
(solid line) for census income data set  more clearly as the 
training data set size grows. In the figure X axis 
represents the sample size and Y axis represents 
prediction accuracy . 

 

 

Fig. 6  The accuracy values of RBFNs 
(dotted line) and MLPs (solid line) for 
‘census income’ data set with different 
sizes of training data sets 
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Table 4 shows individual result of the 
experiment when sample size is 5,000, 10,000, 
20,000, and 40,000. 

Table  4. RBFNs and MLPs for ‘census 
income’  data set when sample size is form 
5,000 to 40,000 

Sample size Accuracy  
of RBFN(%) 

Accuracy  
of MLP(%) 

94.3990 93.8274 
94.5165 94.5655 
94.3565 93.7961 

 
5,000 

94.2348 94.6065 
average 94.3767 94.19763 

94.3053 93.7912 
94.2313 94.1283 
94.4726 93.9001 

 
10,000 

94.3474 94.5492 
average 94.33915 94.0922 

94.3076 94.4279 
94.4508 94.8157 
94.5101 94.6363 

 
20,000 

94.1665 94.6359 
average 94.35875 94.62895 

94.5431 94.8223 
94.5331 94.5481 
94.3988 94.6329 

 
40,000 

94.4548 94.5311 
average 94.48245 94.6336 

 
 
4.3 Experiment with statlog data set 
Experiments were also run using a medium-sized data set 
in the UCI machine learning repository called 'statlog' 
[39]. The data set consists of the multi-spectral values of 
pixels in 3 by 3 neighbourhoods in a satellite image, and 
the classification associated with the central pixel in each 
neighbourhood. In the data set, the class of a pixel is 
coded as a number, and there are seven classes, but there 
is no data for class 6. The total number of attributes is 36 
which comes from 4 spectral bands multiplied by 9 pixels 
in neighbourhood, and all of them have numerical values 
in the range 0 to 255. The total number of instances is 
6,435. 

The statlog data set has relatively small number of 
instances compared to the other data sets and all attributes 
are numeric. So, 36 was chosen as the number of clusters 
for clustering. In order to train MLPs the given number of 
hidden layers is eighteen, and the traing time is 500. 

Table 5 shows the result of training for the two 
neural network algorithms. The initial sample size for 
training is 400, and the size of samples is doubled as the 

while loop runs, and we stop sampling when the sample 
size reaches to about half of the data set size. The rest of 
the data set after sampling is used for testing, so we have 
bigger test data sets when sample size is small. 

 

Table  5. RBFNs and MLPs for ‘statlog’ 
data set  with different sizes of training 
data set 

Sample 
size 

Accuracy of RBFN 
(%)  

Accuracy of MLP 
(%) 

400 84.62718 84.58163 
800 85.11978 86.4463 
1,600 87.26538 87.17753 
3,200 87.49035 88.49035 

 
If we look at table 5, we can notice the fact that there 

is almost no relationship between sample size and 
accuracy between the two nueral networks.  So, 
experiments were done more for some middle sample 
sizes. Table 6 shows the result of training at some middle 
sample sizes that were not considered at the experiment 
in table 5. It also shows that when sample sizes are small, 
the accuracy of RBFNs is mostly better, but when sample 
sizes are large, the accuracy of MLPs is better. Figure 7 
shows the combined result of table 5 and table 6. In the 
figure X axis represents the sample size and Y axis 
represents prediction accuracy, and dotted line is for 
RBFNs and solid line is for MLPs. 

Table  6. RBFNs and MLPs for ‘statlog’ 
data set  with another different sizes of 
training data set 

Sample 
size 

Accuracy of RBFN 
(%)  

Accuracy of MLP 
(%) 

600 84.9621 84.84213 
2,400 87.33123 88.11173 
2,800 87.46305 88.23328 
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Fig. 7  The accuracy values of RBFNs 
(dotted line) and MLPs (solid line) for 
‘statlog’ data set with different sizes of 
training data sets 

Table 7 shows individual result of the 
experiment when sample size is 400, 600, 800, and 
1,600. 

Table  7. RBFNs and MLPs for ‘statlog’  
data set when sample size is 400, 600, 800, 
and 1,600 

Sample size Accuracy of 
RBFN(%) 

Accuracy of 
MLP(%) 

85.1698 84.4905 
85.2693 85.5178 
84.0762 84.3248 

 
400 

83.9934 83.9934 
average 84.62718 84.58163 

85.9640 84.353 
85.1757 86.0154 
83.9246 84.3188 

 
600 

84.7841 84.6813 
average 84.9621 84.84213 

84.8980 87.2227 
85.9982 86.3354 
84.5075 85.5723 

 
800 

85.0754 86.6548 
average 85.11978 86.4463 

87.1768 87.0527 
87.2622 86.0835 
88.2316 87.7973 

 
1,600 

86.3909 87.7766 
average 87.26538 87.17753 

 
 
4.4 Experiment with forest cover types data set 

The forest cover types data set [40] includes forest 
information in four wilderness areas found in the 
Roosevelt National Forest of northern Colorado.  It has 
twelve continuous attributes as independent variables, 
while seven major forest cover types were used as a 
dependent variable. The total number of instances is 
581,012. We chose 14 as the number of clusters for 
clustering. In order to train MLPs the given number of 
hidden layers is the half of the number of attributes plus 
the number of classes, and the traing time is 500 for the 
forest cover types data set, because the forest cover types 
data set contains continuous values only for dependent 
variables. 

Table 8 shows the result of training for the two 
neural network algorithms. The initial sample size for 
training is 400, and the size of samples is doubled as the 
while loop runs, and we stop sampling when the sample 
size reaches to about half of the data set size. The rest of 
the data set after sampling is used for testing, so we have 
bigger test set data when sample size is small. 

Table  8. RBFNs and MLPs for ‘forest  
cover types’ data set  with different sizes 
of training data set 

Sample 
size 

Accuracy of RBFN 
(%)  

Accuracy of MLP 
(%) 

200 62.4881 60.9312 
400 64.1559 62.2087 
800 65.8715 66.1581 
1,600 67.4969 68.1597 
3,200 68.0128 70.2124 
6,400 68.6423 72.9120 
12,800 69.0365 75.4644 
25,600 68.9293 76.9944 
51,200 69.0065 77.9508 
102,400 69.2892 78.7463 
204,800 69.2851 79.3237 

 
If we look at table 8, we can notice also the fact that 

when sample sizes are small, the accuracy of RBFNs is 
also better, but when sample sizes are large, the accuracy 
of MLPs is better. Fig. 8 displays the trend of prediction 
accuracy of RBFNs (dotted line) and MLPs (solid line) 
for forest cover types  data set  more clearly as the 
training data set size grows. In the figure X axis 
represents the sample size and Y axis represents 
prediction accuracy .  
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Fig. 8  The accuracy values of RBFNs 
(dotted line) and MLPs (solid line) for 
‘forest cover types’ data set with different 
sizes of training data sets 

Table 9 shows individual result of the 
experiment when sample size is 200, 400, 800 and 
1,600. 

Table  9. RBFNs and MLPs for ‘ forest 
cover types’  data set when sample size is 
200, 400, 800, and 1,600 

Sample size Accuracy  
of RBFN(%) 

Accuracy  
of MLP(%) 

61.9033 58.5325 
61.1299 61.6938 
62.5409 60.8436 

 
200 

64.3781 62.6550 
average 62.4881 60.9312 

65.3745 64.7122 
61.9159 62.6313 
65.1642 61.8411 

 
400 

64.1688 59.6500 
average 64.1559 62.2087 

65.9504 65.8595 
65.2043 66.9400 
66.6698 66.0983 

 
800 

65.6615 65.7346 
average 65.8715 66.1581 

67.7451 67.5559 
66.6755 69.8988 
66.6964 67.3745 

 
1,600 

68.8705 67.8096 
average 67.4969 68.1569 

 
 

5   Conclusion 

There are many methods for the task of data mining and 
machine learning. Among the methods, neural networks 
are widely accepted, and neural networks are considered 
very successful tools for the task. There are many neural 
network algorithms suggested. Among them multilayer 
perceptrons(MLPs) and radial basis function 
networks(RBFNs) are two representative neural network 
algorithms that are widely used for classification task. 
Interestingly, some researchers have reported that the 
performance of radial basis function networks are better 
than that of multilayer perceptrons for their applications, 
but some other researchers have reported the opposite 
results. This conflicting reports might be because of the 
fact that whichever neural network is used, there are 
many parameters that affect the performance of the used 
neural network. That is, the structure and training 
methods of neural network give us many possibilities for 
further optimization. For example, the structure of neural 
network is usually determined by the knowledge of 
human experts, and the training is based on some greedy 
search algorithms. Another factor is that the performance 
of a neural network is also dependent on the available 
data sets.  

Because the target data sets in machine learning or 
data mining tasks may not contain large enough data that 
represent the target domain well, the trained neural 
networks might not represent the best neural network for 
the target application. So we want to find out any 
relationship between training data set size and the 
performance of the two neural network algorithms, 
RBFNs and MLPs. 

We experimented the two representive neural 
network algorithms, RBFNs and MLPs, for classification 
tasks of some data sets. A repeated progressive sampling 
method with various sample sizes was applied to find out 
if there is any relationship between data set size and the 
performance. The experiment was done with four real 
world data sets. Among them, one data set  showed that 
RBFN is mostly better than MLPs. On the other hand, it 
was found out that even though the performance of 
RBFNs is good when the size of training data set is 
relatively small, the performance is reversed when the 
size of training data set size is relatively large in the other 
three data sets. From this fact, we can notice that the 
accuracy of MLPs can be improved reltively more than 
that of RBFNs, if  we can have more data. 
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