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Abstract: - In this paper, the relative potential field is proposed as a novel image transform inspired by the 
physical electro-static field. A general form of image potential field is presented, based on which the relative 
potential is defined by introducing the factor of gray-scale difference into the potential field. The properties of 
the relative potential are investigated experimentally and analyzed, based on which an image segmentation 
method is proposed by region division and merging in the relative potential field. Experimental results prove 
the effectiveness of the proposed image segmentation method, and also indicate the promising application of 
the relative potential in image processing tasks. 
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1 Introduction 
Image transform is an important way for feature 
extraction and analysis [1-7]. Most currently applied 
transforms change the signal form between the time 
or space domain and the parameter domain, such as 
the mathematically reversible transforms including 
Fourier transform (transform between the time or 
space domain and the frequency domain) and the 
Wavelet transform (transform between the time or 
space domain and the time-scale or space-scale 
domain) [8-12]. Novel image transform has become 
an important branch of the development of image 
processing techniques [3-7].  

In recent years, physics-inspired methodology 
has attracted more and more research interest, which 
exhibits promising ability of effective feature 
extraction and analysis [13-22]. The fundamental 
principle underlying the physical field inspired 
methods is the transform from one form of the field 
to another (i.e. from field source to its potential) so 
that the feature of interest can be revealed 
[13,14,21,22].  

In this paper, a novel image transform named the 
relative potential field is proposed based on an 
electro-static analogy. The relationship between the 
potential field and the source in physics is exploited 
to define the novel image transform for image 
structure representation and analysis. Image 
segmentation is implemented by region division and 
merging in the relative potential field. 
 
 

2 The relative potential field of digital 
images 
In physics, the electro-static potential field is 
determined by the source (i.e. the charge 
distribution) [23-26]. Therefore, the potential field 
can reflect some characteristics of the source. This 
relationship between the field and its source can be 
exploited in image transform, in which the image is 
regarded as the source (i.e. the pixels are regarded 
as discrete charges) and the generated virtual field 
may reveal important features of the image. The 
attraction of physical field inspired methods is the 
possibility of a natural representation of image 
structure or components without artificially set 
parameters such as the thresholds in image 
segmentation. In this paper, a general form of virtual 
potential field for digital images is proposed, which 
is inspired by the physical electro-static field. 

The formula of the physical electro-static 
potential generated by a charge q is as following 
[23-26]: 

r

q
V ⋅=

πε4
1

                            (1) 

where V is the electro-static potential at a space 
point. q is the charge quantity. r is the distance 
between the charge and the space point. ε  is a 
physical constant. 

For a charge distribution ρ  in the space, the 
potential generated byρ  on the point (x,y) is as 
following [23-26]: 
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where V is the electro-static potential at a space 
point. The integral in Equation (2) is for the whole 
region where the charge distribution ρ  exists. 

Many image processing techniques involves 
local operations in the image, i.e. local image 
features are extracted and analyzed [27-29]. Local 
image features usually have the form of a binary 
function f(x,y) defined on the two-dimensional 
image plane. On the other hand, the analysis of the 
image also requires consideration of the 
neighbouring area of each image point in order to 
get practically useful results. For example, in some 
self-adaptive segmentation methods, local features 
are extracted and then the segmentation threshold 
for each point is determined adaptively according to 
its neighbouring area. It is indicated that the local 
and global analysis are both needed in image 
processing [30-36]. 

Generally speaking, neighbouring points have 
stronger relevance than remote points, i.e. the closer 
the distance, the stronger the relevance. In many 
image processing tasks, it is necessary to consider 
the balance between the strong local relevance of 
close neighbouring points and a wide range of 
weaker relevance of remote points. And a 
mathematical model is needed for the representation 
of the above local-global relevance between image 
points. 

Equation (2) indicates that the potential of a 
charge q on a space point (i.e. the impact of q on 
that point) is in direct proportion to the reciprocal of 
the distance r. The mathematical form of the 
distance reciprocal in Equation (2) inspires the 
representation of the local-global relevance between 
image points. For a point p in the space, the near 
charge distribution in the small local neighboring 
area has greater impact on p’s potential than remote 
charge distribution. On the other hand, no matter 
how far the distance is, remote charge distribution 
still has relatively weak impact on p’s potential. 
Moreover, the accumulation of the weak impacts of 
wide-range remote charge distribution can not be 
neglected. The above characteristic of the distance 
reciprocal form in Equation (2) is quite suitable for 
the requirement of image analysis that both local 
and global relevance between image points should 
be considered. 

The electro-static potential has a suitable 
mathematical form to model the local-global 
relevance of image points. A general form of virtual 
image potential field is proposed with the electro-
static analogy. For image analysis, not only the 

distance between two image points but also the 
relationship between their gray-scale or color should 
be considered. Therefore, a general continuous form 
of image virtual potential field is proposed as: 

( , ) ( , )

( ( , ), ( , ))
( , )k

c k
a b x ya b

f g a b g x y
V x y A da db

r →

= ⋅ ⋅∫ ∫      (3) 

where Vc
k(x,y) is the continuous image potential 

value on point (x,y). A is a predefined constant value. 
g is the gray-scale value of image points. f is a 
function that defined according to specific image 
processing tasks representing the relationship 
between the gray-scale values of point (x,y) and 
(a,b). r is the distance between (x,y) and (a,b). k is a 
constant that affect the reciprocal’s decreasing rate 
with the increasing distance r. The double integral 
in Equation (3) is on the two-dimensional image 
plane. For a specific processing task, the function f 
and the constants A, k should be pre-defined 
according to the specific processing purpose. 

For digital images, the general discrete form of 
image virtual potential field is proposed as the 
discrete form of Equation (4): 
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where Vd
k(x,y) is the discrete image potential on 

point (x,y). A is a predefined constant value. ROW 
and COL are the height and width of the digital 
image respectively. g is the gray-scale value of 
image points. f is a function that defined according 
to specific image processing tasks representing the 
relationship between the gray-scale values of point 
(x,y) and (i,j). r is the distance between (x,y) and (i,j). 
k is a constant that affect the reciprocal’s decreasing 
rate with the increasing distance r. 

For some important image processing tasks such 
as segmentation and edge detection, the difference 
between pixel gray-scale values are the factor of 
major consideration. In this paper the relative 
potential is proposed for gray-scale images based on 
the general form of discrete image potential, where 
the function f(g(i,j), g(x,y)) is specialized as the 
difference between the gray-scale values of the two 
image points (x,y) and (i,j): 
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where ),( yxV k
R  is the relative potential of the digital 

image on point (x,y). A is a predefined constant 
value. ROW and COL are the height and width of 
the digital image respectively. g is the gray-scale 
value of image points. r is the distance between (x,y) 
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and (i,j). k is a constant that affect the reciprocal’s 
decreasing rate with the increasing distance r. 

Compared with the mathematic form of the 
electro-static potential, the proposed relative 
potential has two major differences. One is the 
replacement of the discrete charge with the gray-
scale difference, which can make the relative 
potential represents the difference of one image 
point between others. The other is the k-th power of 
the distance r. Thus the adjustment of the value k 
can change the decreasing rate of the relevance 
between image points with the increasing distance r 
according to the requirement of a specific task. 

 
 

3 The property of the relative 
potential field 
In Equation (5), the relevance between two image 
points with distance r is represented quantitatively 
by the reciprocal of rk. The value of relative 
potential is virtually the weighted sum of the gray-
scale difference between the image point on (x,y) 
and all other points, and the weight is the factor of 
relevance, i.e. the reciprocal of rk. To investigate the 
properties of the relative potential field, experiments 
are carried out for a series of simple test images 
with the size of 128× 128. When computing the 
relative potential values, the constant k in Equation 
(5) is pre-defined as k=1. Fig. 1 To Fig. 3 are the 
results for some typical test images. 

Fig. 1(a) to Fig. 3(a) are the original test images. 
Fig. 1(b) to Fig. 3(b) are the relative potential value 
distributions of the corresponding test images, 
where larger gray-scale represents larger relative 
potential. Fig. 1(c) to Fig. 3(c) record the sign of 
each relative potential value, where white points 
have positive values and black points have negative 
values. The results shown in Fig. 1(c) to Fig. 3(c) 
indicate that the sign of the relative potential values 
will reverse across the boundary of two adjacent 
regions, which may be exploited in the division of 
different regions in the image. 

 
 

 
(a) The image Test1 

 
 

 
(b) The relative potential value distributions 

 

   
(c) The sign of each relative potential value  

 
Fig. 1 The relative potential field of image Test1 

 
 

 
(a) The image Test2 

 

 
(b) The relative potential value distributions 

 

 
(c) The sign of each relative potential value 

 
Fig. 2 The relative potential field of image Test2 
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(a) The image Test3 

 

 
(b) The relative potential value distributions 

 

 
(c) The sign of the relative potential value 

 
Fig. 3 The relative potential field of image Test3 

 
According to the definition of the image relative 

potential in Equation (5), the relative potential value 
of a point p is mainly affected by its local 
neighboring area. The local neighboring area 
consists of two classes of points. One class is those 
in the same region of p (i.e. with similar gray-scale 
of p), the other is those in the different region. For 
simple test images, the gray-scale difference in the 
same region is zero. Thus the relative potential of p 
is mainly affected by the gray-scale difference 
between p’s region and its adjacent region. Suppose 
A and B are two adjacent regions shown in Fig. 4. pa 
and pb are two border points at different border sides. 
pa is in region A and pb is in region B. ga and gb are 
the gray-scale of region A and B respectively. 
According to the above discussion, the sign of pa ’s 
relative potential is determined by gb - ga, while the 
sign of pb ’s relative potential is determined by ga - 
gb. Thus the signs of pa and pb are opposite. This is 
why the sign of the relative potential will reverse 
across the region border. This property of the 
relative potential field can be exploited in image 
analysis. 

 
 

 
Fig. 4 pa and pb on different sides of the region border 

 
On the other hand, the experimental results of 

some other test images indicate that the sign reverse 
of relative potential is not only across region borders 
but also possible within a region. Fig. 5 shows such 
a case, where the sign reverse occurs in the middle 
region of the three in the image. This is because 
within a region the near points in the neighbouring 
area have the same gray-scale, and the accumulation 
of weak affects from wide range of remote image 
points will have effect on the relative potential value. 
Thus sign reverse may occur within some region. 
Therefore, it can be concluded from the 
experimental results that the sign of relative 
potential will reverse across the region borders, and 
there is also possible sign reverse within a region.  

 

 
(a) The image Test4 

 

 
(b) The relative potential value distributions 

 

 
(c) The sign of each the relative potential value for Test4 

 
Fig. 5 The relative potential of image Test4 
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4 Image segmentation based on the 
relative potential field 
In the experimental results of the test images, it is 
shown that the sign of relative potential values are 
opposite in the two different adjacent regions. This 
can provide the basis of region division in images. 
In this paper, a method of image region division in 
the relative potential field is proposed as following: 
Step1: Calculate the relative potential field; 
Step2: Obtain the sign distribution of the relative 

potential field; 
Step3: Group the adjacent points with the same sign 

of relative potential into connected regions. 
The obtained set of connected regions is the result 
of region division for the gray-scale image. 

Fig. 6 to Fig. 8 are the region division results 
according to Fig.1 (c) to Fig. 3(c), where different 
regions are represented by different gray-scale 
values. The results indicate that the region division 
method is effective for simple test images. 

 

 
Fig. 6 The region segmentation result according to Fig.1 (c) 

 

 
Fig. 7 The region segmentation result according to Fig.2 (c) 

 

 
Fig. 8 The region segmentation result according to Fig.3 (c) 
 
Real world images consist of much more 

complex region components than the simple test 
images. To investigate the effect of the above region 
division method on real world images, experiments 
are carried out for a series of typical real world 

images. The experimental results are shown from 
Fig. 9 to Fig. 12 

 
 

 
(a) The broadcaster image 

 

 
(b) The visualization of the relative potential field with k=1 

 

 
(c) The visualization of the relative potential field with k=2 

 

 
(d) The visualization of the relative potential field with k=3 

 

 
(e) The sign distribution of the relative potential in (b) 
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(f) The sign distribution of the relative potential in (c) 

 

 
(g) The sign distribution of the relative potential in (d) 

 

 
(h) The region division result for (e) 

 
(i) The region division result for (f) 

 

 
(j) The region division result for (g) 

 
Fig. 9 The relative potential field and region division results for 

the broadcaster image 
 
 
 
 
 
 
 
 
 
 

 
(a) The house image 

 

 
(b) The visualization of the relative potential field with k=1 

 

 
(c) The visualization of the relative potential field with k=2 

 

 
(d) The visualization of  the relative potential field with k=3 

 

 
(e) The sign distribution of the relative potential in (b) 

 

 
(f) The sign distribution of the relative potential in (c) 
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(g) The sign distribution of the relative potential in (d) 

 

 
(h) The region division result for (e) 

 

 
(i) The region division result for (f) 

 

 
(j) The region division result for (g) 

 
Fig. 10 The relative potential field and region division results 

for the house image 
 
 
 
 
 

 
(a) The peppers image 

 

 
(b) The visualization of the relative potential field with k=1 

 

 
(c) The visualization of the relative potential field with k=2 

 

 
(d) The visualization of the relative potential field with k=3 

 

 
(e) The sign distribution of the relative potential in (b) 

 

 
(f) The sign distribution of the relative potential in (c) 

 

 
(g) The sign distribution of the relative potential in (d) 
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(h) The region division result for (e) 

  

 
(i) The region division result for (f) 

 

 
(j) The region division result for (g) 

 
Fig. 11 The relative potential field and region division results 

for the peppers image 
 
 
 

 
(a) The cameraman image 

 

 
(b) The visualization of the relative potential field with k=1 

 
 
 
 
 
 
 

 
(c) The visualization of the relative potential field with k=2 

 

 
(d) The visualization of the relative potential field with k=3 

 

 
(e) The sign distribution of the relative potential in (b) 

 

 
(f) The sign distribution of the relative potential in (c) 

 

 
(g) The sign distribution of the relative potential in (d) 

 

 
(h) The region division result for (e) 
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(i) The region division result for (f) 

 

 
(j) The region division result for (g) 

  
Fig. 12 The relative potential field and region division results 

for the cameraman image 
 
Fig. 9(a) to Fig. 12(a) are the original images of 

the broadcaster, house, peppers and cameraman 
respectively. In the experiments, to investigate the 
influence of constant k (i.e. the relevance decreasing 
rate with increasing distance r) on image region 
division, relative potential field is calculated with 
k=1, 2 and 3 respectively. In the experiments, the 
results of relative potential field are visualized as 
gray-scale images. Fig. 9(b) to Fig. 12(b) are the 
results of relative potential field visualization with 
k=1 in Equation (5), where larger gray-scale values 
correspond to larger relative potential values. Fig. 9 
(c) to Fig. 12(c) are the results of relative potential 
field visualization with k=2 in Equation (5). Fig. 9(d) 
to Fig. 12(d) are the results of relative potential field 
visualization with k=3 in Equation (5). 

To investigate the sign distribution of the relative 
potential field, the sign of relative potential on each 
point is recorded in the experiment. Fig. 9(e) to Fig. 
12(e) are the sign distribution of the relative 
potential in Fig. 9(b) to Fig. 12(b) respectively, 
where white points represent positive values and 
black points represent negative values. Fig. 9(f) to 
Fig. 12(f) are the sign distribution of the relative 
potential in Fig. 9(c) to Fig. 12(c) respectively. Fig. 
9(g) to Fig. 12(g) are the sign distribution of the 
relative potential in Fig. 9(d) to Fig. 12(d) 
respectively. 

The region division is carried out based on the 
sign distribution of the relative potential field. Fig. 
9(h) to Fig. 12(h) show the region division results 
for Fig. 9(e) to Fig. 12(e) respectively, where 
different regions are represented by different gray-
scale values. Fig. 9(i) to Fig. 12(i) show the region 

division results for Fig. 9(f) to Fig. 12(f) 
respectively. Fig. 9(j) to Fig. 12(j) show the region 
division results for Fig. 9(g) to Fig. 12(g) 
respectively. The region division results show that 
for real world images the region division method 
may obtain large amount of region elements in the 
image. 

Table 1 shows the region numbers obtained by 
the region division method for the real world images 
with the constant k=1, 2, and 3 respectively. Table 1 
indicates that larger value of k can obtain more 
detailed region division result, because larger value 
of k causes faster decreasing rate of the relevance 
between image points with the increasing distance r. 

 
Table 1 The number of regions obtained with different k 

The number of regions obtained 
by the region division based on 

the sign distribution of the 
relative potential field  

k=1 k=2 k=3 

broadcaster 
image 

19 39 659 

house image 85 268 946 

peppers image 72 122 371 

cameraman 
image 

161 298 795 

 
The region division results of real world images 

consist large amount of region elements due to the 
complexity of real world images. To obtain 
practically useful segmentation result, a region 
merging method is proposed for the region division 
results of real world images based on the gray-scale 
similarity of adjacent regions. First, an expected 
number of remaining regions after merging is given 
(usually by trail). Then the following steps are 
carried out to merge regions until the expected 
region number is reached: 
Step1: For each region in the image, calculate its 

average gray-scale value. 
Step2: Find the pair of neighboring regions with the 

least difference of the average gray-scale, and 
merge them into one region. 

Step3: If current region number is larger than the 
expected region number, return to Step1; 
otherwise, end the merging process. 

The region merging results for the real world 
images are shown in Fig. 13 to Fig. 16, where 
different regions are represented by different gray-
scale. Fig. 13(a) to Fig. 16(a) show the merging 
results of Fig. 9(h) to Fig. 12(h) respectively. Fig. 
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13(b) to Fig. 16(b) show the merging results of Fig. 
9(i) to Fig. 12(i) respectively. Fig. 13(c) to Fig. 16(c) 
show the merging results of Fig. 9(j) to Fig. 12(j) 
respectively. The merging results indicate that larger 
value of k makes more detailed region division, and 
correspondingly the merging results can be more 
accurate. 

 

 
(a) The merging result of Fig. 9(h) 

 

 
(b) The merging result of Fig. 9(i) 

 

 
(c) The merging result of Fig. 9(j) 

 
Fig .13 The region merging results for the broadcaster image 

 

 
(a) The merging result of Fig. 10(h) 

 

 
(b) The merging result of Fig. 10(i) 

 

 
(c) The merging result of Fig. 10(j) 

 
Fig. 14 The region merging results for the house image 

 
 
 

 
(a) The merging result of Fig. 11(h) 

 

 
(b) The merging result of Fig. 11(i) 

 

 
(c) The merging result of Fig. 11(j) 

 
Fig. 15 The region merging results for the peppers image 

 
 
 
 
 
 

 
(a) The merging result of Fig. 12(h) 
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(b) The merging result of Fig. 12(i) 

 

 
(c) The merging result of Fig. 12(j) 

 
Fig. 16 The region merging results for the cameraman image 

 
Based on the above discussions, in this paper a 

novel image segmentation method is proposed based 
on the relative potential field. The procedure of the 
segmentation is as following: 
Step1: Calculate the relative potential field; 
Step2: Carry out the region division based on the 

sign distribution of the relative potential 
field; 

Step3: Merge the region division result to a pre-
defined number of regions. 

The experimental results have proved the 
effectiveness of the proposed segmentation method. 

 
5 Conclusion 
The mathematical form of the physical electro-static 
potential provides a suitable model for the 
representation of the local-global relevance between 
image points. In this paper, the relative potential 
field is proposed with the electro-static analogy. The 
image structure information can be revealed by the 
field transform of relative potential. The 
experimental results indicate that the sign 
distribution of the relative potential field can serve 
as the basis for image region division, based on 
which an image segmentation method is proposed. 
Experimental results also prove the effectiveness of 
the proposed segmentation method. Further work 
will investigate the application of the relative 
potential field in other image processing tasks. 
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