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Abstract: - 

Word semantic similarity measurement is a basic research area in the fields of natural language processing, 

intelligent retrieval, document clustering, document classification, automatic question answering, word sense 

disambiguation, machine translation, etc.. To address the issues existing in current approaches to word semantic 

similarity measurement, such as the low term coverage and difficult update, a novel word semantic similarity 

measurement method based on web search engines is proposed, which exploits the information, including page 

count and snippets, in retrieved results to do calculation. The proposed method can resolve the issues 

mentioned above due to the huge volumes of information in the Web. The experimental results demonstrate the 

effectiveness of the proposed methods. 
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1 Introduction 
Word semantic similarity measurement is a method 

on how to calculate or compare the semantic 

similarity between the two words. As a basic 

research on semantic understanding in nature 

language handling field, word semantic similarity 

measurement is attracting more and more 

researchers’ attention. It plays an important role in 

underlying many higer level applications, and even 

becomes an important step or a key point in some 

research fields. 

It’s simple for the human being to judge whether two 

words are similar. For example, given word pairs of 

"honey-bee" and "paper-car", an adult can easily 

conclude that there’s more similarity within word 

pairs "honey-bee" than "paper-car". However, for a 
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computer, it is an exactly difficult task, which 

involves philosophy, psychology, cognitive science, 

artificial intelligence and other fields of knowledge. 

Many algorithms and theories about word semantic 

similarity measurement have been proposed and 

improved to promote the judgment between words. 

So far, the proposed technologies[1-10] can be put 

forward and divided into four categories: 

machine-readable dictionary based approaches, 

knowledge-based approaches, semantic 

network-based approaches and corpus-based 

statistical approaches. The precision of the first two 

approaches is low due to their technology lag and 

resource restrictions. The last two approaches are the 

main steams today, and most semantic 

network-based methods adopt Princeton university's 

WordNet[11] semantic dictionary. 

Semantic network can be seen as a collection of 

interconnected nodes, where nodes represent the 

concepts and the lines connecting the nodes represent 

all kinds of relations between the concepts, such as 

synonyms relation, antisense relation, and etc[12]. In 

the field of natural language processing, the most 

popular semantic network is WordNet[11]. To get the 

lexical semantic information, WordNet uses semantic 

attributes to organize the dictionary.  All terms in 

WordNet are organized according to four main 

categories: nouns, verbs, adjectives and adverbs, and 

there exist various semantic relations between these 

terms. Many semantic similarity algorithms based on 

WordNet have been proposed, such as algorithms 

based on WordNet semantic network path[4] [13] [14] 

and algorithms based on information theory[1] [15] 

[2].  

Vocabulary similarity computation based on 

corpus statistics is an empirical method, which 

calculates the vocabulary similarity on the basis of 

observable language fact, not just dependant on the 

linguist's intuition. Usually this kind of word 

similarity is known as the word distribution 

similarity (corresponding to word semantic similarity 

phase), which is based on the assumption that the 

two words are similar in the similar context. With 

large-scale corpus, the statistical information of 

vocabulary’s context is used as a reference for 

semantic similarity calculation[16, 17]. The 

researches of vocabulary similarity based on corpus 

statistics mostly adopt the method of context 

statistical description, e.g. based on such a 

conclusion “The context of a word can provide 

enough information for the word’s definition”. The 

context of a word is usually defined as the words 

around them within a certain window of which size 

is usually set as 2. To be distinguished from the 

WordNet-based semantic similarity, the vocabulary 

similarity obtained from the corpus is referred as 

"statistical similarity" or "distribution of similarity."  

To some extent, WordNet can be seen as a semantic 

dictionary, which establishes various semantic 

relations between vocabularies, including synonyms, 

antisense, context, or part-whole relations. Many 

researchers have made an enormous progress in 

adopting WordNet to calculate lexical semantic 

similarity. However, the following disadvantages 

exist in the WordNet based methods: the 

establishment of a semantic dictionary requires 

experts and takes a lot of manpower and time; after 

establishing, it is difficult to update, especially to 

reflect the new vocabulary and language in time. In 

addition, the dictionary is greatly affected by the 

compilers’ subjective effects, and sometimes fails to 

reflect the objective reality. To solve the problems, 

corpus is proposed to calculate the vocabulary 

similarity. It reflects the correlation between 

vocabularies in a more objective manner than the 

semantic dictionary does. And it can find effective 

correlation between the strings which can not be 

obtained through usual human observation, 

especially for new vocabularies. In recent years, with 

the rapid development of hardware technology, 

setting up a large-scale corpus becomes a reality. And 

due to the emergence of statistical techniques and 

their wide applications in data mining and machine 

learning, corpus-based semantic similarity 

calculation researches have been developed 

rapidly.  However, corpus-based method has the 

following disadvantages: performance has to depend 

more on the quality the corpus, sparse data problem, 

and susceptible to noise interference.   

To address the above problems, this paper will 

present a new word semantic similarity measurement 

method, which is based on web search engines. The 

notable feature is that the whole Web environment is 

taken as an immense corpus, the functions provided 

by the existing search engines are used to obtain 

relevant statistical information, and then the semantic 

similarity between the vocabularies can be calculated. 

With the large-scale of online Web environment and 

the extensiveness of the covered fields, this method 

can solve the low term coverage problem existing in 

the semantic similarity measurement method based 

on the traditional WordNet based dictionary. 
Figure 1 shows the steps that are discussed in the 

proposed methodology. Firstly, the whole Web 

environment is taken as a corpus for word similarity 

calculation, and the statistical information can be 

obtained by search engines (Google in this paper). The 

low term coverage problem of WordNet and the sparse 

data problem of Corpus can be alleviated because of the 

huge volumes of information in the Web. Secondly, 
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after adopting the synonyms defined in WordNet, more 

information can be retrieved from the search results to 

support word similarity calculation. Thirdly, the revised 

feature model is employed in the proposed Snippet 

category (elaborated later on) to improve the accuracy 

of Snippet category, and further improve the accuracy 

of word similarity calculation which is based on the 

Snippet category. 

 

 
 

 

2  A Method of Semantic Similarity 

Measurement Based on Web Search 

Engines 
 

2.1 Relevant Background 
Distribution similarity calculation is based on the 

pre-setup corpuses, which are usually fixed-size, and 

some of them even area relative. Although the use of 

corpus can solve the low term coverage problem of 

the WordNet based methods to a certain extent, this 

problem still exists, especially with the growing new 

words in the Web environment. As we all know, the 

new words and phases in the Web environment 

emerge or grow dynamically with a high speed 

everyday. 

To address the above problems, more researchers 

turned to Web-based word similarity calculation, 

taking the entire Web environment as a corpus.  The 

collection of Web pages is generally a heterogeneous 

collection. It has two distinct features: massive data 

and high dynamicity. The massiveness of the data 

makes the Web document collection have a good 

vocabulary collection coverage. In fact, it can be 

approximately treated as 100% coverage. And high 

dynamicity also makes the Web documents have 

good new vocabulary coverage. 

How to effectively use the large amounts of Web data 

in the information distribution related areas has 

always been an important research focus. To get the 

distribution similarity between the words, the 

co-occurrence frequency, i.e. the frequency of two 

words appearing at the same time, has to be 

calculated. In traditional corpus environment, the 

contents of each document are analyzed to take the 

surrounding terms in a certain size window (the size 

is always set to 2) as co-occurrence terms. However, 

due to the feature of Web data as massiveness and 

high dynamicity, this method is difficult to be used in 

the Web environment. To address this problem, 

researchers consider to extend the word 

co-occurrence statistics window to the entire Web 

page. That is, the word co-occurrence is based on the 

entire Web page, and the word frequency is also 

based on the entire web page statistics ( a word can 

only be counted as one even if it appears several 

times in a page, while the traditional corpus counts 

the word frequency according to the actual 

appearance frequency in a document). 

After enlarging the word co-occurrence statistics 

window to the entire web page, we can directly use 

the search engines to calculate vocabulary similarity. 

A query can include one term or two terms. When 

there is only one query word, the number of pages of 

the returned results reflects the number of pages 

which contain the query word in the entire Web 

corpus, i.e. the frequency of the query word. When 

there are two words, the number of the returned 

results reflects the co-occurrence frequency between 

the two query words. Web-based or corpus-based 

distribution similarity calculation is essentially the 

same. So many corpus-based similarity calculation 

methods can be applied to the former, such as the 

Jaccard coefficient, Dice coefficient, Pointwise 

Mutual Information (PMI), Google Similarity 

Distance (GND), etc.  Their definition are shown as 

the formula （1）—（4）[18, 19]：

 

 

1 2

1 2 1 2
2

1 2 1 2

0,                                                if ( )

( , ) ( )
log , otherwise

( ) ( ) ( )

hits q q c

WebJaccard q q hits q q

hits q hits q hits q q

∧ ≤


=  ∧
  × − ∧ 

  （1） 

Obtain statistical information from Web 

Adopt synonyms in the WordNet 

Improve the accuracy of Word Similarity 

calculation 

Figure 1. The basic steps in the proposed new 

word semantic similarity measurement method 
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log , otherwise

( ) ( )
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WebDice q q hits q q
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1 2

1 2 1 2
2

1 2
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( , ) ( ) /
log , otherwise

( ) / ( ) /

hits q q c

WebPMI q q hits q q N

hits q N hits q N

∧ ≤


 = ∧
   × 

 (3) 

 
( ) ( )( ) ( )

( ) ( )( )
1 2 1 2

1 2

1 2

max log ( ) , log ( ) log ( )
( , )

log min log ( ) , log ( )

hits q hits q hits q q
NGD q q

N hits q hits q

− ∧
=

−
 (4) 

 

 

Where ( )hits q  is the number of the pages of the 

search results that contain the query word q , 

1 2( )hits q q∧ is the number of the pages of the 

search results that contain the both query word 1q  

and 2q , N is the number of total pages the search 

engine have indexed (based on the Google's result, 

this is set to 
1010 [19]), c  is a threshold used to 

filter out low frequency interference items (c is set to 

5 in this paper). The collection of the return page 

fragments (Snippet) also contains other useful 

information besides frequency. Note that formula (4) 

defines the similarity distance between 1q  and 2q  , 

while this paper focuses on the similarity. So formula 

(4) is rewritten as: 

 

( ) ( )
( ) ( )

1 2 1 2

1 2

0,   if  1

1 log ( ) log ( ) ( )

log min{log ( ) , log ( ) }

NGD

NGS NGD N hits q q hits q hits q

N hits q hits q

>


= − = × ∧ − ×
 −

 (5) 

 

Study shows that the result is not satisfactory if 

directly using the above formula to calculate 

Web-based distribution similarity. This paper will use a 

two-way validation similarity strategy which is 

proposed by Chen etc, and on this basis improve the 

Co-occurrence Double-check Mode (CODC) [20].  

 

 

2.2 CODC Model 
Co-occurrence Double-check Mode (below abbreviated 

as CODC Model) is a vocabulary similarity calculation 

model based on Web search engines: given two words x 

and y whose similarity needs to be calculated, adopting 

a search engine (Google search engine in this paper), 

first use query word X to obtain the search result D(X) 

which is the collection of web page fragments 

(hereinafter referred to as Snippet) containing the query 

word X; then use  word Y as query word to get the 

search result ( @ )D Y X  in Snippet collection D(X), 

obviously ( @ ) ( )D Y X D X⊆ . To do a similar 

operation with Y, we can get ( )D Y , ( @ )D X Y , and 

( @ ) ( )D X Y D Y⊆ . Finally the similarity of X and Y 

can be calculated as

: 

0,                       | ( @ ) | 0 | ( @ ) | 0

( , ) | ( @ ) | | ( @ ) |
: = log , Otherwise

| ( ) | | ( ) |

if D Y X D X Y

CODC X Y D Y X D X Y
e

D X D Y

λ λ
∂

= ∀ =


=   
× 

 

 (6) 
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Where | ( ) |D X and | ( ) |D Y  respectively 

corresponds to the number of web pages of search 

results of query word X or Y, | ( @ ) |D Y X is the 

number of Snippets containing the query word Y in 

( )D X . ( , )CODC X Y  is in the range [0,1], equal 

to the minimum value 0 while | ( @ ) | 0D X Y = or 

| ( @ ) | 0D Y X =  and equal to the maximum value 1 

while | ( @ ) | | ( ) |D Y X D X=  and 

| ( @ ) | | ( ) |D X Y D Y= . 

 

 

 
 

Figure 2 The returned results of query word "Notebook" from Google search engine. 
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Figure 3 The returned results of query word "pipe" from Google search engine. 
 

 

In the previous Web-based vocabulary similarity 

calculation approaches, both the occurrence 

frequency of query word and the co-occurrence 

frequency between the two query words are 

calculated overall based on the search results. Now, 

using double-check based on query results, CODC 

model can to some extent filter out those results 

differing greatly between the search results of the 

two query words, so that the vocabulary distribution 

similarity calculation and the true vocabulary 

distribution have a better goodness of fit. Although 

this method is simple and intuitive, there is a 

problem: the returned results reflect various kinds of 

semantic levels of the query word. For example, 

figure 2 shows the returned results of query word 

"Notebook" from Google search engine. Some 

Snippets describe the laptop computer "notebook", 

some are about movie “notebook”, and some are 

about book for writing notes, etc. Figure 3 the 

returned results fo query word “pipe” from Google 

search engine. Some Snippets describe the pipe as 

hollow cylinder, some Snippets describe it as a kind 
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of music instrument, some Snippets describe it as a 

set of data processing elements connected in series, and 

some Snippets describe it as smoking accessory. 

 

 

2.3 Revised CODC Model (RCODC) 
In CODC model, the word semantic similarity 

measurement is directly based on the search results 

which may correspond to various kinds of semantic 

levels of the query word due to the diversity of the 

Web content. In addition, previous studies observed 

that when the X and Y have low similarity (but not 0), 

( @ )D X Y or ( @ )D Y X  often becomes 0, which 

leads to the final result of similarity being 0. While 

calculating the vocabulary similarity, simply setting 

the low vocabulary similarity to 0 leads to a certain 

degree of information loss. A revised model, 

RCODC, is proposed here to solve the above two 

problems. It improves the original CODC model 

from two aspects: 

1. First classify the Snippet collections 

(（ ( )D X and ( )D Y ）of the search results 

according to their themes, then get the 

information of occurrence frequency and 

the co-occurrence frequency based on the 

categories, and later calculate the 

vocabulary similarity with these 

information.  

2. Adopt synonyms in WordNet to expand the 

double-check process. Set ( @ )D X Y  as 

the number of Snippets in ( )D Y  of the 

query word Y or synonyms of Y (which can 

be retrieved from WordNet). 

By the assumption that the search result ( )D X  

of the query word X can be divided into n  

collections, 1( )D X , 2 ( )D X , … ， ( )nD X , 

corresponding to different themes 1 2, ,..., nc c c , the 

formula CODC (6) can be rewritten as:

  

0,                     | ( @ ) | 0  | ( @ ) | 0

( , ) | ( @ ) | | ( @ ) |
: = log , Otherwise

| ( ) | | ( ) |

i i

i

i i

i i

if D Y X D X Y

CODC X Y D Y X D X Y
e

D X D Y

λ λ
∂

= ∀ =


=  
× 

 

       (7) 

 

Where, ( )iD X  is the Snippet collection of class ic  

in the search results of query word X，and ∂  is a 

free adjustable parameter and set to 0.15 in this paper. 

Model RCODC is defined as the similarity between 

word X and Y is:

 

( )( , ) arg max ( , )i

i

RCODC X Y CODC X Y
∀

=  (8) 

Therefore, for any given two words, 1w  and 

2w , their similarity is: 

1 2 1 2( , ) ( , )sim w w RCODC w w=  (9) 

 

 

3  Experiment and Result Analysis 

 
3.1 Experimental data 
Two standard datasets for word semantic similarity 

measurement testing are adopted in the experiment, 

one is R&G dataset[21 ] designed by Rubenstein and 

Goodenough, and the other is M&C dataset[22 ] built 

by Miller and Charles.  

The R&G dataset was established by Rubenstein 

and Goodenough in the synonyms testing experiment 

in 1965. The R&G dataset contains 65 pairs of nouns, 

and 51 volunteers have been invited to score for each 

pair: evaluate the similarity of each pair of words 

with the score of 0.0 to 4.0, where the score of 4.0 

means the ultimate similarity. And since the test 

mainly focuses on the normal language research 

instead of some specialized fields, these nouns are 

picked from commonly used English words, 

excluding any professional terms. 

Miller and Charles repeated the Rubenstein and 

Goodenough's experiment later in 1991 with smaller 

data set. The data set which is named the M&C data 

set contains 30 pairs of words extracted from R&G 

dataset. These 30 word pairs are evenly picked from 

the score interval of [3,4], [1,3], and [0,1]. The above 
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two testing data sets have been used for word 

semantic similarity measurement testing by a great 

number of researchers ever since they were 

established and have become the de facto standards[1, 

2, 15, 23, 24] of this field. Thus, they are adopted in 

the following experiment. 

 

 

3.2 Experimental Settings 
Seven well-known search engines are used in the 

experiment, which are Google,Yahoo, MSN, 

AllTheWeb, AOL, Ask Jeeves, and Lycos. After 

inputting one word, the first 1000 records of the 

returned results from these 7 engines are respectively 

collected as the Statistical information source of this 

particular word, and then the word frequency 

information can be extracted from it. In addition, the 

snippets in the search results should be categorized 

before calculating word semantic similarity. Support 

Vector Machine(SVM) is selected in the experiment 

to categories snippets which applies the open source 

software packages Libsvm[25] provided by Chang 

and Lin. 

In addition, the Snippet classification system 

experiment adopts the DMOZ Open Directory 

Project category architecture. There are 16 top-level 

directory structures: Arts, Business, Computers, 

Games, Health, Home, Kids and Teens, News, 

Recreation, Reference, Regional, Science, Shopping, 

Society, Sports and World.  

Since the Reference, Regional and World 

categories have extensive definitions and the border 

of each category is relatively vague and not easy to 

judge, these three categories are excluded in the 

experiment.. That is to say only the other 13 

categories are used which are noted as iC , 

1,...,13i = . The training examples of each category 

are picked from its web pages.  In the experiment, 

5000 web pages are extracted from each category, 

and then the contexts that contain the category word 

are picked from each page as the tagging examples 

for the corresponding category (the context is three 

sentences long).   

 

 

3.3 Experimental Results and Analysis 
Word similarities calculated by different algorithms 

can not be compared directly, because their 

measurement methods are different. Thus Pearson 

product-moment correlation coefficient, ρ in short, is 

employed in this experiment as a testing standard to 

compare the quality of different algorithms, which is 

a popular testing method of word similarity 

calculation in the present. Moreover, to insure 

objectivity and impartiality, other word similarity 

calculation methods including LCH, LIN, WUP, JCN, 

LESK which are based on WordNet(2.1 edition) and 

supplied by Pedersen[26] software package are tested 

in the experiment besides the method proposed in 

this paper. However, due to the limited space only 

two of the best results: LCH and LIN are listed in the 

paper. In addition, WebJaccard, WebDice and 

WebPIM which are based on web engine (google) 

are tested, and only the best result WebPMI is listed. 

And Web search engines based GNS and CIDC 

methods also have been tested.  

The results of the experiment are showed in 

Table 1 and Table 2. The results illustrate that the 

word similarity calculation method proposed in this 

paper has an even performance as the best result 

method LCH based on WordNet.  

According to R&G data set, the value ρ 

calculated by RCODC is 82%, only 1% less than the 

highest value 83% achieved by LCH and much more 

than the others: 73%(LIN), 32%(PMI), 21% (GNS), 

77%(CODC). According to M&G data set, similar 

results are obtained which shows that both RCOD 

and LCH get the highest 81%, more than the results 

of other calculation methods: 80%(LIN), 49%(PMI), 

24%(GNS), 79%(CODC)

. 

 LCH LIN PMI GNS CODC Ours 

ρ 0.83 0.73 0.32 0.21 0.77 0.82 

Table 1. Experimental results according to R&G dataset 

 

 LCH LIN PMI GNS CODC Ours 

ρ 0.81 0.80 0.49 0.24 0.79 0.81 

Table 2. Experimental results according to M&G dataset 

WSEAS TRANSACTIONS on COMPUTERS Gang Lu, Peng Huang, Lijun He, Changyong Cu, Xiaobo Li

ISSN: 1109-2750 8 Issue 1, Volume 9, January 2010



 

 

It can be seen from the above results that the 

RCODC model proposed in this paper performs as 

good as the methods based on WordNet, with one 

more advantage that the former can deal with the 

terms which are not covered in WordNet, such as 

“midday-noon” in the experiment, due to the massive 

data on the web. In addition, by comparing RCODC 

with CODC, it can be seen that CODC model simply 

sets the similarity value of low similarity word pairs 

as 0 while RCODC model solves this problem by 

expanding the check scope with using synonyms 

extracted from WordNet in double-check process.  

 

 

4 Conclusions 
To address the issues existing in the word semantic 

similarity measurement based on WordNet and Corpus, 

a Web search engines based word semantic similarity 

measurement model — RCODC is proposed in this 

paper. Three main features are as follows: First, the 

whole Web environment is taken as a corpus for word 

similarity calculation , and the statistical information 

can be obtained by search engines (Google in this 

paper). Thanks to the huge volumes of information in 

the Web, the low term coverage problem of WordNet 

and the sparse data problem of Corpus can be much 

improved. Second, after adopting the synonyms defined 

in WordNet, more information can be retrieved from 

the search results to support word similarity calculation. 

Third, the revised feature model is employed in Snippet 

category to improve the accuracy of Snippet category, 

and further improve the accuracy of word similarity 

calculation which is based on the Snippet category. 
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