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Abstract: - Natural images recognition is an important area of machine vision. This paper presents a novel 

approach for natural images recognition, based on the non-Gaussian distribution property of natural images. In 

this new method for recognition, first supervised classification is conducted to the natural images based on their 

label value, then independent components linear transforms are conducted to each category of samples, high-

dimensional data are transformed to irrelevant independent components, and finally the probability distance 

between independent component subspaces is used for unsupervised classification. This classification tree also 

shows some features of signal processing of biological optic nerve. Experiment on ORL Face Database identity 

recognition shows that this method is featuring high recognition rate and low time consumption; meanwhile, 

another experiment is conducted on direction determination of intelligent robots autonomous navigation, also 

producing a good result. 

 

Key-Words: - natural image, independent component subspace, hierarchical discriminant regression, 

recognition of face， robot navigation 

 

1. Introduction 
The core of natural images recognition is how to 

transform the high-dimensional data collected by the 

machine to low-dimensional spaces and enable it to 

recognize the natural goals rapidly and efficiently. 

Generally, the foremost problem is to extract features 

of natural images so as to lower the dimensionality 

of data. Natural images refer to images that can be 

observed by human optic nerve system or input 

visual information of human beings or machines. For 

machines, natural images are high-dimensional 

vectors. There are two existing methods for 

extracting features or lowering dimensionality, 

namely parametric model and linear transform. 

Extracting features based on parametric model 

requires different models for different features [1-4]. 

Although, this method applies well in recognizing 

natural images, medical images and handwriting [5-

7], its dependence on subjective modeling limits its 

generalization ability; for example, it is hard to apply 

to computer visual recognition. The basic principle 

of the linear transform method is to extract features 

through linear transform to high-dimensional data, 

and its basic requirement is to choose suitable 

transform to reduce or remove redundant information. 

Now there are various methods to finish this task [8-

10], such as Karhunen-loeve (K-L) transform, 

singular value decomposition, discrete Fourier 

transform, and wavelet transform, etc. [11]. Principal 

Component Analysis (PCA) is the optimum 

transform to extract features and compress data when 

the mean square error is at its minimum value, so it 

applies widely [12]. Although the PCA has wider 

adaptability than the parametric modeling method in 

application, the second-order statistics based method 

also has some shortcomings. For example, the 

extracted principal component is only determined by 

second-order statistics of the data, namely the self-

correlation matrix, which can only describe fully the 

stationary Gaussian distributed data. However, the 

natural images collected by machine vision don’t 

have Gaussian distribution property [13-15], which 
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limits application of PCA to machine vision. But it is 

exciting that PCA shows its advantages in analyzing 

the high-order statistical characteristics of natural 

images and also in processing pictures and sound, 

digital watermarking and medical signals [16-21]. 

Next problem is how to recognize different 

objects in the extracted feature data. In this process, 

our goal is to realize high recognition rate and low 

time consumption. In recent years, Classifiers based 

on decision trees have been widely used due to its 

flexibility and generalization ability [22-25]. Hwang, 

W. (2000) and J.Y Weng, et al. (2001) [26-27] have 

proposed a classification and recognition idea 

featuring autonomous mental development through 

simulating the mechanism of human autonomous 

development and put this idea into practice through 

improving the decision tree, which has opened a new 

path in machine recognition. Compared with 

traditional decision trees, the method proposed by 

Hwang, W. (2000) [26] has enhanced the ability of 

autonomous learning and recognition of machine. 

However, during the node split process in this 

method, subspaces only display the general 

distribution of samples rather than to reflect the 

feature information of sample data; that is to say not 

much clustering information is reflected, which will 

impact on the recognition rate. On this account, this 

paper proposes a classification and recognition 

method of hierarchical discriminant regression (HDR) 

tree based on independent components subspace 

(ICS-HDR). Experimental results show that the 

proposed ICS-HDR has a competitive performance 

in ORL face recognition and robot navigation over 

HDR 

 

2. Methodology 

 

2.1 Independent component feature of natural 

images 

There is no uniform definition for natural image, 

which is put forward by scientists in order to study 

the optic neural response to the external environment 

observed by humans. As for the source of 

information, natural images are information observed 

by human optic nerve system or natural 

environmental information collected by machines. It 

is evident that the processing objects of machine 

vision are natural images. 

Before explaining the superiority of extracting 

independent features of natural images, we would 

better discuss on the necessity of analysis on high-

order statistical features of natural images. It is 

necessary because different images may have the 

same second-order statistical features. For instance, 

the natural image in Figure 1 was conducted Fourier 

transform to get Fourier coefficients, and then we 

changed their order at random and conducted Fourier 

counter-transform, generating Figure 2. Through this 

reconstruction process, we know that though the 

Fourier coefficients of the two pictures are in 

different orders, their second-order statistical features 

are the same as their values remain unchanged and so 

does their energy spectrum. 

 

 

 

 

 

Fig.1. Original image  
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Fig.2. Counter-transform result of randomly ordered 

Fourier coefficients 

Independent components can give good expression to 

the high-order statistical features of data, whose 

computation process is as follows: 

Step 1: center unification. For a given training 

sample , its average value m , so 

. Let each sample

X

−

)E( X=

)E( XXX = X  and required 

independent component S  be zero-mean vectors. 

Step 2: conduct whitening to vector X  following the 

equation: , and let . 

Among them; D and 

EXDV 21 /−= IXX =Τ )E(

E  are respectively the 

eigenvalue matrix and eigenvector matrix of X ’s 

covariance matrix 

    (1). )))E())(E(E(( T
V XXXXR −−=

Step 3: determine the number m  of the estimated 

independent components. In order to reduce the 

human interference in machine, we can use the 

number of label values and explain it in the 

classification tree later. Let . 1←p

Step 4: choose initial vector  with unit norm. pw

Step 5: renew  by flowing: pw

 ;    (2)  p
T
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usually . 
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Step 6: orthogonalization: 
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Step 7: standardization of : pw ppp www /←  

Step 8: if does not converge, go back to Step 5 pw

Step 9: 1+← pp , if , go back to Step 4. mp ≤

Step 10: obtain the independent component S  

following the equation:  XwS p=

Now,  is the independent space of the sample S X . 

Later in the classification regression tree, we only 

need to choose its subspaces to present the features 

of the original samples instead of using all the 

independent components to extract image features. 

This will be validated in the experiment later. 

 

2.2 Hierarchical Discriminant Regression Tree 

based on Independent Component Subspace 

Suppose the sample aggregate is  

niL ii L,2,1)},,{( == yx

iy

ix

;  is the vector 

corresponding to the natural information of training 

samples, and  is the vector marking the category 

features of . The presented process for natural 

image recognition is as follows: 

ix

Step 1: y  value based clustering. Determine the 

leaf node based on the maximum distance between 

 under the present knot : if , it is 

not a leaf node, requiring further division; otherwise, 

it is a leaf node and needs no further division. 

Usually, let 

iy maxyd δ>maxyd

01.0=δ  and group the sample 

aggregate  to k  categories:  . L },, 21 klll L{L =

 Step 2: sample dimensionality reduction. 

Compute the independent subspace of each category 

of  following the above independent 

component analysis procedures(2.1), and then work 

out k-1-dimensionality subspace supported by 

independent components and get x  after 

kil i L,2,1, =

1−∈′ kR
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dimensionality reduction, and calculate m ix′ , the 

center of each category after dimensionality 

reduction.  

Step 3: subspace clustering. Re-conduct 

clustering to the sample x  after dimensionality 

reduction according to the distribution of the present 

category center . That is to allocate the sample 

′

ixm ′ x ′  

to category , which has the minimum discriminate 

distance, when  

*i

kiidi SDNLL L,2,1)),,(min(arg* =′= x     

and 

))2ln(
2

1)()(
2
1),( 1

ii
T

SDNLL
kid omxomxx ixix
−

+′−′′−′=′ − π ln(
2
1

+ . 

Among them, , 
igmmiei wwIw Γ++= so 2ρ

ixmx ′−′=iρ ,  is the covariance matrix of all 

the samples after dimensionality reduction, and 

ms

iΓ  is 

the covariance of the samples in i  Category after 

dimensionality reduction.  are weighted 

coefficients and meet the condition: 

. It is clear that two times of 

clustering are aiming at different objects; this process 

can be briefly shown with Figure 3. 

gme www ,,

1=++ gme www

Fig. 3 Y-clusters in space y and the corresponding 

X-clusters in space X  

Step 4: sample distribution. Based on the new 

clustering of samples in independent subspaces, 

original samples  will be allocated to the 

child node corresponding to its category. If a node 

has the same y value, it is a leaf node; otherwise, it 

should be further split following Steps 1 to 3 until the 

leaf node is got. As such, we get the classification 

regression tree as in Figure 4. 

),( ii yx

Root node

 

Normal node 

Leaf node 

Fig. 4 The structure of ICS-HDR tree 

 

Step 5: testing. The algorithm of trial 

recognition conducted to samples by independent 

component hierarchical regression tree is similar to 

the searching process of ordinary classification trees. 

That is starting from the root node and locating n 

childe nodes closest to the testing sample according 

to their SDNLL distance. These n childe nodes will 

be further searched until the closest leaf node is 

found. Then all the samples in these n childe nodes 

will be searched for the one that has the shortest 

European-style distance to the testing sample. The y 

value of this testing sample is considered as the 

result of recognition. 

Characters of this method: 

1) On account of the non-Gaussian distribution 

property of natural images, it employs independent 

components which can reflect high-order statistical 

properties to extract features, whose eigenvectors 

have statistical independence.  

2) During classification and recognition process, 

it adopts supervised learning and unsupervised 
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clustering, enhancing the difference between 

categories and correlation within categories. 

3) By reducing the dimensionality of samples and 

employing tree-mode classification structure, it 

improves the speed of searching. 

 

3. Experiment and Result 

Two ORL-face recognition experiments are 

conducted with this method and their recognition rate 

and time consumption are compared with those of 

the HDR method proposed by Hwang, W. et  al. [26].  

3.1 Experiment on identity recognition to Britain 
ORL Face Database 
 This database contains 10 images for each of 40 

distinct subjects, taken at different times, varying the 

lighting, facial expressions (open / closed eyes, 

smiling / not smiling) and facial details (glasses / no 

glasses). Figure 5 is a sample of one person, 112×92 

pixel each picture. To facilitate the calculation by 

computer, we split the images into segments of 8×8  

pixel. In this method, the extracted features have 40 

dimensions. Can these 40 independent components 

reflect the original images? Figure 6 is the 

reconstructed image of the 40-dimensionality 

independent components of Figure 5, which reflects 

the features of the original picture. Then in order to 

display the applicability of this method, we chose 

different numbers of training and testing samples to 

make recognition experiment to ORL Face Database 

and compared their recognition effects and time 

consumption. The result shows in Table 1. 

  Fig.5. Original image 

Fig.6.Reconstructed image of 40-dimension 

independent components  

 

Table 1 ID recognition results of ORL-face database 

 

Furthermore, we analyzed the average 

recognition rate with different component number to 

the above training and testing samples, shown in 

Figure 7. This experiment demonstrated that the 

recognition rate of independent component based 

HDR trees is higher than that of traditional HDR 

trees overall, showing that natural image ICA 

produce more sample information during 

classification and recognition. Independent 

component analysis of natural images contains more 

information than PCA. As for time consumption, 

these two methods didn’t show notable difference, 

because the whitening process in independent 

component algorithm takes some time. 

Error rate Training-
time(sec) 

Testing-
time(msec) Training 

samples 
vs. 

testing 
samples HDR 

ICS- 

HDR 
HDR 

ICS- 

HDR 
HDR

ICS-

HDR

320 vs.80 0/80 0/80 2.843 3.048 1.851 1.901

280 
vs.120 1/120 0/120 2.625 2.712 1.912 1.992

200 
vs.200 3/200 1/200 2.137 2.201 2.030 2.003

160 
vs.240 15/240 11/240 2.012 2.032 2.092 2.025
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Fig.8: Im

) 

 
Table 2 Result of mobile robot visual navigation 

gnition effect will be even worse. This is 
lso the difficulty exists in visual information 

Error r ni
time(sec) 

stin
time(msec) 

 

ages of three different obstacle locations 

(left-front, right-front and front respectively

Fig. 7 Comparison of recognition rate between ICS-

HDR and HDR with different component 

number 

 

3.2 Experiment on direction determination of 
intelligent robot visual navigation 
There are three choices in the autonomous 

navigation of intelligent robot, namely left turn, right 

turn, and stop. As we designed: when it encounters 

an obstacle on the left-front, right-front and front, we 

will train it to turn right, turn left and stop 

respectively. Figure 8 demonstrates the obstacle 

locations. The experiment platform we used is the 

Pioneer3-AT outdoor mobile experiment platform 

made by US-based Mobile Robots, as shown in 

Figure 9. We have taken 90 pictures for three 

situations, 30 for each. Some samples are used to 

train the robots’ behaviors and the others for testing. 

We have made 5 experiments to different numbers of 

training and testing samples, whose simulated results 

are shown in Table 2. 

Fig. 9 Intelligent robot in the experiment 

 

We can see from this table 2 that hierarchical 
regression trees based on independent 
components can also produce good result in 
machine visual direction determination. 
However, we should also notice that in this 
experiment recognition rate and time 
consumption of this method are not as satisfying 
as those in face recognition experiment. This is 
because the natural situational images we 
collected have some noises and large pixels; 
besides, differences between the natural 
situations are much greater (which is true to the 
situations robots will encounter in navigation). 
At the same time, the samples we used are 
acquired by artificial partition of a picture. If the 
partition is conducted autonomously by robots, 
the reco
a

ate Trai ng- Te g-Training 
samples 

HDR ICS- HDR ICS- HDR ICS-
vs. 

testing 
samples HDR HDR HDR

81 vs.9 1.5/9 1.3/9 1.601 2.009 1.051 1.154

72 vs.18 3.2/18 2.9/18 1.525 1.812 1.300 1.392

60 vs.30 7.9/30 7/30 1.420 1.461 1.751 1.703

45 vs.45 12.3/45 12/45 1.312 1.332 1.801 1.925
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based autonomous navigation of intelligent 
ro
 

[26]. Especially, this method has 

even better generalizatio

Experiment 1 shows, this 

milar to the quality of

com

method, improving the 

acc

 relationship, 

as 

 determination than in face recognition; 

therefore, searching for an efficient and feasible 

ual navigation is our task in 

fu

China (Program 973), No: 

007CB311005-01. And I would like to especially 

 Database provided by 

Geometric 

bots. 

4. Conclusion 

This paper proposes that independent component 

based hierarchical regression trees can be used in 

robot visual learning and recognition. From the two 

experiments above, we can see that HDR trees based 

on independent components have better effects than 

traditional HDR trees. This is because traditional 

HDR trees only cluster the shadow of original data in 

a certain discriminate subspace instead of original 

data or the feature information of original data. This 

kind of subspace learning only reflects general 

distribution not restricted by feature information of 

original data. Therefore, traditional HDR trees can 

only reduce dimensionalities rather than improve the 

classification accuracy and recognition rate. The 

experiments have proved it has better effects than the 

method in literature 

n ability in robot visual 

recognition. 

1) This paper adopts independent component 

analysis to extract image features, showing the high-

order statistical features of images and more local 

information, which are crucial to recognition. As 

method has higher 

recognition rate than traditional HDR trees. 

2) This paper uses independent component 

analysis to analyze natural images, giving 

consideration to their non-Gaussian distribution 

property. As the invariance of independent 

component subspaces is si  

 

Cam

plicated visual cells [28], we say this method is

inspired by biology. 

3) ICS-HDR trees adopt supervised and non-

supervised classification 

uracy of recognition. Meanwhile, as it is 

conducted to feature subspaces, the speed of 

classification is increased. 

4) As for its functions, the classification 

regression tree not only sets up a basic data storage 

form but also reflects its distribution property and the 

connection between different data types. Moreover, 

as for its adaptability, training data of any task types 

can use the tree to construct reflection

long as it can be expressed by input and output 

vectors. Therefore, this method has strong 

generalization ability and adaptability. 

5) However, in the newest study of image 

processing and recognition [29-31], pictures of 

different pixels, feature dimensionalities, information 

collection environments and experiment platforms 

show different effects. As Experiment 2 shows, this 

method has lower recognition rate in machine visual 

direction

method for machine vis

ture. 
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