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Abstract: - Singular value vecto r of an image is a valid feature for identification. But the recognition rate is 
low when only one scale singular value vector is used for face recognition. An algorithm was developed to 
improve the recognition rate. Many subimages are obtained when the face image is divided in different scales, 
with all singular values of each subimage organized and used as an eigenvector of the face image. Faces are 
then verified by linear discriminant analysis (LDA) under these multiscale singular value vectors. These 
multiscale singular value vectors include all features of an image from local to the whole, so more discriminant 
information for pattern recognition is obtained. Experiments were made with ORL human face image databases. 
The experimental results show that the method is obviously superior to the corresponding algorithms with a 
recognition rate of 97. 38%. 
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1 Introduction 
In the face recognition, extracting effective solution 
to identify features is the key of solving the problem. 
At present, people have been given a number of 
feature extraction methods. Thereinto principal 
component analysis (PCA or transform K-L) and 
Fisher linear discrimination analysis (FLDA) are 
classic method of feature extraction and are widely 
used. PCA was obtained the best features volume of 
model samples. FLDA were obtained the best 
identification feature volume of samples. This 
feature volume is more conducive to the model of 
classification [1]. 

The traditional arithmetic, such as PCA and 
FLDA directly operates on the original image and 
takes the overall features of the image which is 
easily affected by facial expression, posture and 
changes in light conditions. And because of the 
singular value characteristics of the matrix has a 
good stability, proportion of invariance and rotation 
invariance, and other nature, so it has been widely 
used in many areas such as data compression, signal 
processing and pattern analysis. Hong Ziquan and 
Yang Jingyu put singular value characteristics of  
the image to apply to the face recognition for the 
first time and achieved good results. Since then, the 
human being put forward a number of the face 
image feature algebra extraction methods based on 
singular value decomposition (SVD) to increase the 
rate of face recognition. For example, a researcher at 

the SVD algorithm based on a good face image 
feature extraction and recognition. But article [2] 
studies have show that above described in its image 
recognition only under certain constraints within the 
framework of an effective (such as cameras and face 
the relative location, direction and attitude can not 
be a significant change), because this image feature 
extraction method does not have the image of the 
translation, rotation and size of the non-sensitive , 
and thus do not have a wide range of 
applications[2][3][6]. In addition, the article [7, 11] 
studies have shown that it can not get enough 
information required for face recognition through 
singular value decomposition on only a single scale 
of the whole facial image, it is necessary to extract 
more features. The experts like Du Gan divide the 
face image into five parts such as the upper half, the 
second half, eyes, nose and mouth. extract singular 
value features respectively, then mix together for 
face recognition to increase recognition rate. 
However, in face recognition, on the one hand they 
didn’t use the type information of image samples, 
and it’s not the most effective from classification 
point of view. On the other hand, face only divided 
into 5 parts, and each part extracted the local 
characteristics of singular value independently to be 
similar with the whole human face. It only 
strengthened the local characteristics of the eyes, 
nose and mouth, but the facial contours, ears, 
eyebrows, and other local features are still not taken 
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seriously. There will be still effective local features 
information which has not been extracted. In 
addition, when posture changes, the acquirement of 
five parts is more difficult. Furthermore, each part 
of the weight can’t be determined by the non-
identified method. It’s randomness, the recognition 
rate is still not high, and the algorithm is more 
complex[7][8][9][10][11]. 

This paper put forward the LDA face 
recognition algorithm (multi-scale SVD linear 
discriminant analysis, MSVD + LDA) based on 
multi-scale singular value characteristics. Make 
multi-scale division on the image first, give the 
image and each division an SVD respectively to get 
its singular value features, combine together as the 
multi-scale singular value feature vector of image, 
gather such a characteristics vector, and then apply 
FLDA methods. 
 
 
2    The Extraction of Human Face 
The amount of original data in general is 
considerable from the images obtained directly. For 
example, a character image can have thousands of 
data, the amount of data of a remote sensing satellite 
images is greater. In order to identify and classify 
effectively, it is necessary choose or change the raw 
data to get the feature which can respond the 
classified nature best. This can constitute the feature 
vector. It’s called process of feature extraction. 
Generally, we call the space composed of the raw 
data the measurement space. The feature space is 
called the space which carried out to classify and 
identify. Through transforming, it can change a 
pattern which expresses a measurement space of 
higher dimension to a pattern which expresses a 
space of lower dimension. A pattern is often called a 
sample in the feature space, which can often be 
expressed as a vector, that is, a point in the feature 
space. 

The feature extraction is often divided into 
three steps: feature formation, feature extraction, 
and feature selection. 

(1) Feature formation 
According to the facial images can generate a 

set of basic features, and such features are known as 
the original features. Identifying the cells as an 
example, through inputting the images to get the 
digital images of the cells. According to the digital 
images of the cells, it can calculate with a total area 
of the cells, a total optical density, a proportion of 
nuclear plasma, and so on. These values is just the 
original features 

(2) Feature extraction 

The number of original features may be great. 
If all of the original features are sent to the classifier 
as the classified features, it can not only make the 
classifier complex, and make the discrimination 
number of the classified calculate large, but also the 
error probability is not necessarily small. Hence it 
need to reduce the number of features. Through the 
method of mapping (transform), change the feature 
vector of high-dimensional to the feature vector of 
low-dimensional. This process is known as the 
feature extraction. The characteristics after mapping 
is also known as the secondary features, which are 
one kind of combination of original feature. So the 
feature extraction is a feature mapping in the broad 
sense. It is expressed in formula as:  
                               XYA →:  

Thereinto Y  is measurement space, X  is 
feature space, A  is called feature mapping or 
feature classifier. 

(3)Feature selection 
Select the most effective feature which the 

number is )( Ddd <  from a group of original 
features which the number is D . This process is 
known as feature selection. It can   the number   as   
(From the number of group D of the original 
features of a few selected It was d (d <a gong the 
best features of this process, known as the feature 
selection, which can play a role to reduce the feature 
space dimension. 

This article uses the method of feature 
extraction which based on the singular value 
decomposition. It is an extraction method based on 
the overall features[12][13].  
 
 
3 Singular Value Decomposition 
Singular value decomposition (SVD) is an effective 
tool of the least-squares to solve the problem which 
is applied widely in data compression, signal 
processing, pattern recognition and so many ways. 
The use of matrix singular value decomposition 
characteristics of the extract is stable, shift 
invariance, transpose invariance and rotation 
invariance. Based on the SVD feature extraction 
methods which have got the face image of algebra 
features, not only weakened the impact of light and 
expression, but also reduced the dimensions and the 
computational complexity, and at the same time it 
retains most of the effective characteristics of a 
human face images, that is in order to provide a 
good basis to identify follow-up process. Its theorem 
and characterization are as follows:  
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If the matrix rnA ×  of rn×  dimension which 
the order is r expresses an image, it can exist two 
orthogonal matrixes: 
    rn

ruuuU ×
− ℜ∈= ],...,,[ 110      IUU T =     (1) 

   rn
rvvvV ×
− ℜ∈= ],...,,[ 110       IVV T =       (2) 

and diagonal matrices 
        rr

rdiag ×
− ℜ∈=Λ ],...,,[ 110 λλλ               (3) 

and 
          110 ... −≥≥≥ rλλλ  
appeasing 
           TVUA 2/1Λ=                                          (4) 
Thereint )1,...,1,0( −= riiλ is the non-zero 

eigenvalue of the matrix TAA  and AAT , iu and  

iv  is TAA  and AAT  corresponding to iλ the    
eigenvector respectively. The decomposition above 
is called singular value decomposition of the matrix 
A(SVD for short). iλ  is the singular value of A.   

T
r ],...,,[ 110 −λλλ  is called the singular value vector 

of the matrix A. In the absence of special note, this 
article mentioned the back singular value of the 
vector have all expressed this sense. 

Deducing    
                       2/1Λ= AVU                           (5) 

Because it is the only singular value 
decomposition to any real matrix A, when it is 
arranged in 110 ... −≥≥≥ rλλλ , the original image 
A corresponds to the only one singular value vector. 
Thereupon singular value vector can be used to 
describe a numerical characteristics of the gray 
value matrix A. Singular value vector has a good 
invariance of algebra and geometry. 

(1) Stability 
To the description of the characteristics of the 

image, when the image gray becomes small , the 
changes of characteristics are not obvious, that is 
called stability. This feature has broadened the 
requirement of the pre-image. As the singular value 
vector has a good stability, Therefore, its image in 
different light conditions caused by the 
transformation does not have a sensitive character. 

(2) Shift invariance 
The translation of image transformation 

equivalent to the replacement to the image matrix 
for the line (or row). That is, to elementarily 
transform the image matrix for the exchange of the 
two lines (or rows). The two lines i  and j ,    in the 
exchange matrix A are equivalent to the left side of 
this matrix multiplies the matrix ijI . Therefore, the 

original image A have the same singular value 
vector as the image AIij  after exchanging two lines. 
By the same token, out of the replacement has the 
same result. As a result, singular value vector has a 
shift invariance. 

(3) Transpose invariance 
If we make a transpose operation on the image 

matrix , and the singular value feature vector does 
not change, according to the theorem of singular 
value decomposition 
There is : 
                           ii

T uuAA 2λ=                   (6) 

                           ii
T vAvA 2λ=                   (7) 

It can be seen that A  and TA has the same 
singular value, which corresponds to the same 
singular value vector. For the image feature 
extraction is concerned, it often requires the features 
taken with some invariance on the algebra and 
geometry. 

(4) Rotation invariance 
If making a rotation operation on the image, 

the singular value feature vector does not change. 
(5)Singular value vector with the 

corresponding image brightness changes in the 
proportional 

When the whole image of proportion to the 
brightness changes, the singular value vector is also 
proportional to change, and this change does not 
transform the identification information contained. 
So when using singular value vector to identify, 
adopt only simple which could eliminate the 
influence of the ratio coefficient. When the 
brightness of the image A is proportional to change 
(scale factor α ), it’s in the equivalent of singular 
value to a high proportion of vector |α | . 

Supposing the gray-scale matrix of original 
image is A, making changes in the ratio to the gray-
scale image A, that is, it can get an image matrix 

Aα  after multiplying a non-zero real number α by 
the matrix A. As )()( ArankArank α= , if 

kArank =)( , moreover singular value of A and 
Aα  is kλλλ ,...,, 10  and kδδ ,...,1  respectively, thus 

the characteristics of a variance  TAA ))(( αα  is: 

0|))((| 2 =− IAA T δαα               (8) 
Namely 

0|1| 2
2 =− IAAT δ

α
               (9) 

From this ,it can get 
T

k
T

k )0,...,0,,...,(||)0,...,0,,...,( 11 λλαδδ =  (10) 
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By this token, the brightness of the image A is 
proportional to change(scale factor), it’s in the 
equivalent of singular value to a high proportion of 
vector  . 

The character above is the theoretical basis of 
the extraction of features on A, it is to ensure the 
invariance on algebra and geometry of the 
extraction characteristics on A. Therefore it can be 
certain that, the characteristics from SVD extraction 
is an ideal characteristics of algebra[14][15]. 
 
 
4  Fisher Linear Discrimination Anal- 
ysis 
 
 
4.1 Fisher Linear Discrimination Principle 
Fisher linear discrimination can put the samples of d 
dimensional space on a straight line ,and form one 
dimensional space. Under normal circumstances, 
can always find a direction that the samples are 
separated each other after projecting on the straight 
line. Finding the projection  line is a question to be 
resolved by Fisher. 

Supposing have N training samples  xi in w1/w2 
two types of problem, thereinto, N1 samples belong 
to type w1, and N2 samples belong to type w2, the 
subset of training samples X1 and X2 are composed 
of  N1 and N2 respectively, if  

          Nixwy i
T

i ,,2,1, ==               (11) 

iy  is a scalar quantity through transforming w  
by ix . Actually, iy  is a value of discriminant for w . 
The two subsets Y1 and Y2 are formed through 
projecting for the samples of  X1 and X2. 
If ‖ w ‖=1, so iy is the projection of ix on w  
direction, furthermore, w  direction is the normal 
direction to differentiate hyperplane.  

The following studies how to gain the  analysis 
formula of w  direction best. If  

   2,1,1
== ∑

∈

ix
N

m
ij Xx

j
i

i                        (12) 

im  is the mean vector of sample in d 
dimensional feature space. Kinds of averages are 
gained by the following formula through 
transforming w  to feature space,  

2,1,1
== ∑

∈

iy
N

u
ij Yy

j
i

i                        (13) 

After the projection, the within-class scatter 
matrices of kinds of samples is defined as follows, 

2,1,)(
1

2 =−= ∑
∈

iuyS
Fy

iji
j

                (14) 

The idea of fisher is the distance of two types , so 
Fisher criterion is defined as following formula, 

         2
2

2
1

2
21 ||)(

SS
uuwJ F +

−
=                            (15) 

w * is the maximal analytical solution of  FJ , and 
the best solution vector, namely the linear 
discriminant of Fisher. Following is the solution of 
extremely large value. Changing formula (14) into 
the obvious function of w  first, and following 
formula can be gained, 

2,1,)1(1
==== ∑∑

∈∈

imwx
N

wxw
N

u T

Xx
j

i

T

Xy
j

T

i
i

ijij

    (16) 

So 

     

wSw
wmmmmw

mmwmwmwuu

b
T

TT

TTT

=

−−=

−=−=−

))((

||)(||||||||

2121

2
21

2
21

2
21

 (17) 

In formula, 
         T

b mmmmS ))(( 2121 −−=                       (18) 

bS  is the within-class scatter matrices of samples in 
d dimensional feature space originally, and indicates 
the scatter size between two types of mean value 
vector. bS  is bigger, the easier to differentiate.  

2,1,

))(()( 21
22

==

−−=−= ∑ ∑
∈ ∈

iwSw

wmxmxwmwxwS

i
T

T

Xx Xx
jj

T
i

T
j

T
i

ij ij  

                                                                          (19) 
2,1,)( 21

2
2

2
1 ==+=+ iwSwwSSwSS w

TT        (20) 
In formula, 

)( 21 SSSw +=                                     (21) 

iS  is the within-class scatter matrices of samples in 
d dimensional feature space originally, and that wS  
is the within-class general scatter matrices of 
samples. the within-class scatter is smaller, the 
easier to classify. The obvious function of )(wJ F  
can be gained through putting formula (11) and (15) 
into formula (13).  

wSw
wSw

SS
uuwJ

w
T

b
T

F =
+
−

= 2
2

2
1

2
21 ||)(          (22) 

When making )(wJ F  get the maximal value,  it can use 
Lagrange method of multiplier  to solve w . If denomi- 
nator is a nonzero constant, namely, Defining 
Lagrange function as following 
           )(),( cwSwwSwwL w

T
b

T −−= λλ   (23) 
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λ  is a Lagrange multiplier in formula. Solve partial 
derivative to w , according to formula (23). 

wSwS
w
wL

wb λλ
−=

∂
∂ ),(

 

If partial derivative is zero, so  
0** =− wSwS wb λ  

Namely 
                     ** wSwS wb λ=                         (24) 

*w  is the extreme solution of )(wJ F , in other 
words, *w  is the best projection direction from d 
dimensional space to one dimensional space. D 
dimensional sample ix ( Nwi ,...2,1= ) can be 

projected into one dimensional space using *w  and 
formula (11). The *w  that satisfies formula (23) has 
several different values because formula (23) is a 
generalized eigenvalue problem. Above conclusion 
is deduced based on two types of question. Fisher 
linear discriminant can be extended to C-1 
discriminant function, thus forming the projection 
from d dimensional space to C-1 dimensional space. 
Obviously, if d>C, the within-class scatter matrices 
of samples can be extended to following formula: 

                             ∑
=

=
C

i
iw SS

1

                       (25) 

 
 
4.2 Fisher Linear Discrimination Extend to 

C types 
Suppose original image x is n dimensional vector 
and the samples have C types(have C face image 
samples) cwww ,..., 21 ,so  the within-class scatter 
matrices of samples wS , the extra-class scatter 
matrices of samples bS and the within-class general 
scatter matrices of samples tS  are following 
formulas: 

]/))([()(
1

i
T

ii

C

i
iw wmxmxEwPS −−=∑

=

   (26) 

T
ii

C

i
ib mmmmwPS ))(()(

1
−−=∑

=

        (27) 

bw
T

t SSmxmxES +=−−= ]))([(       (28) 

Thereinto: )( iwP  is the prior probability about the i  
type of samples, the mean vector about the i type of 
samples is )/( ii wxEm = ( Ci ,...,2,1= ), and 

)(xEmi =  is mean vector of general samples. 

i

C

i
i mwpm ∑

=

=
1

)(                        (29) 

Suppose the i type has in  samples, and all 
samples are recorded as ),...2,1( iij njx = , so the 

evaluated formulas of wS  and bS  as following: 

T
iij

n

j
iij

i

C

i
iw xxxx

n
wPS

i

)()(1)(
11

−

=

−

=

−−= ∑∑  (30) 

  T
ii

C

i
ib xxxxwPS ))(()(

1

−−−−

=

−−=∑                  (31) 

ix  and x are the evaluation of im  and m respectively: 

                  ∑
=

=−=
in

i
ij

ii
i x

n
m x 1

1                          (32) 

−=−= ∑
= xx i

i

n

i
ij wpxm

i

)(
1

                  (33) 

Here, the prior probability about the i type of 
samples is following formula: 
                         Cwp i /1)( =                           (34) 
The discrimination criterion function of Fisher is 
defined as following 

                    
||
||)(

wSw
wSwwJ

w
T

b
T

F =                      (35) 

w is the best discrimination direction when 
formula (35) get maximum value. Its physical 
meaning is to make a sample set in the projection of 
w  direction have the smallest within-class scatter 
and largest extra-class scatter. in other words, the 
same type of samples close to as much as possible 
through projecting, and that different types of 
samples as much as possible to separate[16][17].  

When making )(wJ F  get the maximal value,  it 
can use following method to solve *w . )(wJ F  is a 
generalized Rayleigh quotient in formula (35), it can 
be solved by  Lagrange multiplier. If denominator is 
nonzero constant, namely 0≠= cwSw w

T  and the 
definition of Lagrange is following : 
         )(),( cwSwwSwwL w

T
b

T −−= λλ       (36) 
λ  is  Lagrange multiplier in formula (36). Solve 

partial derivative to w , according to formula (36),  

                     wSwS
w
wL

wb λλ
−=

∂
∂ ),(  

If partial derivative is zero, it can gain following 
result 
                           0** =− wSwS wb λ  

Namely 
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                           ** wSwS wb λ=                     (37) 

*w  is the value of w when formula (36) get the 
maximum value. Following formula can be gained 
when multiplying 1−

wS on both sides of the left  
and wS is non-singular: 

                              **1 wwSS bw λ=−                (38) 
The discriminant function of best LDA as following: 

                                 )()( *
i

T
i mxwxd −                (39) 

 
 
5  Multi-scale singular value charact- 
eristics of the face recognition 
algorithm 
 
 
5.1 Algorithm Analysis and Improve ment 
Analysis method has been found that there are two 
reasons for low recognition rate. One is face 
recognition image has often been effected by light, 
facial expressions, gestures. Based on SVD of the 
whole image overall operates on the original image 
pixels directly, taking the global features of images. 
In fact when facial expression and the light change, 
only some of the face obviously changes in the 
region, some of the other changes a little, even 
without change. But according to the gray value of 
image pixel by taking the overall situation will 
significantly strengthen some of the changes, 
instead of neglecting natural parts which can reflect 
information of other types of images. It will lose a 
lot of valid identification information. Second, after 
extracting singular value features of  the single 
measure about the whole image, many local special 
features information is abnegated on corresponding 
to zero space (zero singular value corresponding to 
the characteristics of space), so that to reduce the 
identification ability. Tian etc. also permit we can 
not get enough required information for face 
recognition on the whole face images of only a 
single scale[18]. 

As a result, we should need to improve the 
extraction of feature vectors. First of all, divide into 
multi-scale image. Make SVD on the image and 
each division respectively to get their singular value. 
Then get all the singular value together as the multi-
scale image of singular value features vector. But 
the singular value features haven’t used the type 
information of image sample. Therefore from the 
classification point of view, using singular value is 
not the most effective features, it needs to identify 

these eigenvectors using LDA method. It is called  
the MSVD + LDA algorithm. 

Multi-scale singular value feature vector not 
only reflects the overall image of singular value 
features, but also reflects the local singular 
characteristics of the multi-scale image. It can 
reduce partial loss of information to identify 
effectively under single-scale, and reduce the impact 
of local light, noise, attitude of changes, then to 
improve the algorithm of generalization ability. 
Compared with Du Gan’s methods, we don’t need 
to pre-orientate the human eye to reduce the 
complexity of the algorithm. As more small-scale 
covers various parts of the face, the more extraction 
of local information, the more capacity to adapt the 
attitude of the changes, robustness is better. 
 
 
5.2 Multi-scale Extraction of The Singular 
Value Characteristics  
Divide an face image of multi-scale from overall to 
local, it will get different scales of the subimage 

jiF , . In which di ,...,2,1=  expresses split scale, 
14,...,1 −= ij expresses the number of fast for each of 

scale. Due to the limited size of the image, 
segmentation of the scale is limited 

Segmentation method is just to see Figure 1, 
from left to right are 1 to 3 scale of the partition 
respectively. The overall image is called the No.1- 
scale of the subimage 1,1F , then the whole image 

will be sub-divided into 4 pieces 4,23,22,21,2 ,,, FFFF , 
Each subimage is called the No. 2-scale subimage, 
and then divide the No. 2-scale of the subimage, set 
up to the largest-scale so far. 

 
Figure 1  multiscale segmentation 

of human face image 
Multi-scale singular value to the specific 

feature extraction algorithm is as follows. 
1) Solve the entire image tF  first. Namely the 

singular value eigenvector )(, 1,11,1 pfp t =  of 

subimage 1,1F . 
2) Calculate from 1 to i-scale combination of 

multi-scale singular value eigenvector 
),...,2( dift = . 
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        For  )4(,,...,2,1 2−== inumnumj           
a) Divide the (i-1)-scale image of each sub-

block jiF ,1− , we can get four the i-scale subimage 

4,3,2,1, ,,, ++++ sisisisi FFFF , in which )1(4 −×= js . 
According to the theorem 1 , make SVD on i-scale 
subimage. Then calculate and get its singular value 
feature vector. They are: 4,3,2,1, ,,, ++++ sisisisi pppp . 

         b) ),,,,( 4,3,2,1, ++++= sisisisitt ppppff     (40) 

3) Change the form of vector: T
tt ff =  , that is 

              T
kdt pppf ),...,,( ,1,21,1= ,(k=4d-1)       (41) 

tf  is the multi-scale singular value feature vector of 
image tF . Because tf  contains the singular value of 
images from the local to the overall features, it 
reflects some commonness of the overall and local 
images. So take this as a sample and then LDA. This 
is better than in the entire single-scale features on 
the classification of singular value, it is also better 
than the classic FLDA which directly puts up in the 
original image pixels[19]. 
 
 
5.3 Identification and Sample of The 
Characteristics of The Samples and 
Extraction. 
The feature extraction procession of MSVD+LDA   
is as follows.  

1) Receive the multi-scale singular value 
feature vectors of each training  samples, compose 
the feature vector set  }{ )( j

if  of training samples.     
)( j

if  means the multi-scale singular value feature 
vector  of the  j   sample in type i  . 

2) Give )()( j
i

Tj
i fHy =  transformation of K-L 

to all the samples on }{ )( j
if . Compress the 

dimension of the original samples from high to low.    

cNcN
T hhhhHFHY −−== ,...,),,...,(, 11  are the 

feature vectors corresponding to N-c of the largest 
eigenvalue which }{ )( j

if  general scatter the matrix 

tS . 
3) In the space  Y  after transferring, it can use 

the method FLDA to extract the features. 

HSHS b
T

b =
~

、 HSHS w
T

w =
~

express the extra-
class scatter martrix and within-class scatter matrix 
of samples after dimension respectively. bS  and wS    
express the extra-class scatter martrix and within-
class scatter matrix of }{ )( j

if  respectively. wS  is 

non-singular, take d maximal feature values of bS  
and wS  corresponding to the feature vector dvv ,...,1  
as a projection vector, that is to say 

jwjjb vSvS
~~

λ= , thereinto dλλλ ≥≥≥ ...21 . 

Make ),...,,( 21 dvvvV = , use YVZ T=  to extract 
the feature to get the identification features of     
dimensional. 

when recognizing, to one recognition image x, 
it should receive its multi-scale singular value 
feature vector f  first. By fHVb TT= , extract its 
identify feature vector b  which has been taken, 
each image x corresponds to one b . Then, use the 
minimum distance classifier to classify this 
identification feature vector. Suppose the average 
value of the No.i training image sample of 

identification feature vector is  cii ,...,2,1, =
−

ξ . 

Calculate cibbd ii ,...,2,1,||||),( 2 =−=
−−

ξξ  to the 

test sample x. If ),(min),( bdbd iii

−−

= ξξ   ,  so 

ω∈x . 
 
 
6  Experiment Result and Analysis 
Execute the experiments by utilizing the ORL(O to 
Rhino Laryngology) human face database and 
through face recognition using the minimum 
distance classification method. ORL face database 
of 400 images (40 people, 10 pictures per person). 
Among them, some images were taken at different 
periods; human face expressions and other details in 
the face varied to some degree. For example, 
laughing or not laughing, eyes open or closed, with 
or without glasses; Facial posture also changes 
somehow, it can be up to 20 degree of either plane 
rotation change or in depth rotation change. The 
dimension change on the face can be up to 10% as 
well. Figure 2 is the partial face images from ORL, 
and  Ficture 3 is a series of 10 pictures of one person 
from ORL human face database[20]. 

According to article [12], there is little impact 
on test accuracy by reducing picture size, human 
face picture is still in good identification while pixel 
size reduced. The original picture can be reduced to 
64×64 by using the insert methodology for the 
benefit of multi-size division of picture. To achieve 
the best result of picture division, multiple methods 
can be applied MSVD + LDA/d, d=1, ….6. For 
example, the MSVD + LDA/5 represents the 
algorithm of 1-5. 

WSEAS TRANSACTIONS on COMPUTERS Ran Jin, Zhuojun Dong

ISSN: 1109-2750 149 Issue 1, Volume 8, January 2009



 

 

 
 

Figure 2 partial ORL face image 
 

 

 
 

Figure 3 the first human face image in ORL 
 
All samples of ORL are used in the experiment 

to assure the repeatability of the test, experiment 
result is comparable, sample selection is based on 
the specific 4 models(for per person): prior 5 pieces 
training, post 5 pieces test; post 5 pieces training, 
prior 5 pieces test; odd number training, even 
number test, even number training, odd number test. 
There are 200 test samples and training samples for 
each sample size selection. The final result is the 
average of test results of 4 sampling selection. 
Experiment result is shown in table1. 

It can be seen from Table 1, with the increasing 
of the scale, the rate of recognition also increased, 
but when the multi-scale singular value of the 
feature vector dimension closed to the original 
image， the recognition rate is no longer increased. 
The original image on the division reaches a certain 
level can not be the higher the better, and this was 
provides a basis for how to determine the Division-
level scale , as this study was carried out as long as 
the standard 5 divisions. In the experiment, the 
feature vector dimension of M SVD + LDA/5 is 1 

984, and in the contrast, the original image of the 
feature vector dimension of the LDA is 4 096; As a 
result, multi-scale singular value feature extraction 
is essentially an effective dimension Reduction. 

 
Table 1 experiment results in ORL face database 

算法 识别率 鉴别特征维数 特征向量维数 

PCA+LDA 91.8% 39 4096 

SVD 39.38% 64 64 

SVD+LDA 49.63% 39 64 

MSVD+LDA/2 48.63% 39 192 

MSVD+LDA/3 90.88% 39 448 

MSVD+LDA/4 96.75% 39 960 

MSVD+LDA/5 97.38% 39 1984 

MSVD+LDA/6 96% 39 4032 

 
 

Table 2 Recoginition rate between the method of 
this paper and 

SVD
序号 算法来源 识别率 

1 Article[5] 81.6% 

2 Article[6] 96.5% 

3 Article[7] 83.7% 

4 Article[8] 90.8% 

5 Article[9] 96.5% 

6 Article[10] 94.2% 

7 This paper 97.38 

 
ORL face database of human faces and 

gestures scale to a certain extent there changes. 
Table 1 shows, FLDA recognition algorithm only 
91.88 percent, but the M SVD + LDA/5 recognition 
of the high rate of up to 97.38 percent. That means 
the singular value-based multi-scale features of the 
image rotation and scale changes in a better 
adaptability. 

And compared with the singular value vector of 
the face recognition algorithm, this article proposed 
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by the algorithm to identify a higher rate, as shown 
in table 2. 

Article [5-9] to only use the face of global 
information, article [10] also only uses some of the 
organs of local information, but this text uses the 
multi-scale singular value compositions of an image 
from the local to the whole, the images can be taken 
into account most of the local characteristics. And 
these local features can reflect the differences 
between the images better, and conducive to the 
classification model more. 
 
 
7  Conclusion 
Singular value vector of an image is a valid feature 
for identification. In this paper, we bring up an idea 
that combinate multi-scale singular value vector and 
then application of face recognition algorithm LDA. 
Its highlighted advantage is local features of images 
in multi-scale can be took out and they are better to 
reflect the differences between the images and  
identificate features  in a comprehensive manner. At 
the same time ,we use  the  algorithm named LDA 
with good ability of classification which is better to 
recognize the mode. Face Recognition rate show in 
experiments were made with ORL human face 
image databases is greatly enhanced .  In this sense, 
we understand that more effective facial feature can 
be took out with a method named  SVD+ LDA. This 
method can be used to recognize other images 
without face 
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