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Abstract: -This paper proposes a sim-paramesium genetic algorithm to enhance the searching and optimizing 

speed of classical genetic algorithms. Based upon classical genetic algorithms, the sim-paramesium genetic 

algorithm employs additional operators, such as asexual reproduction, competition, and livability in the 

survival operation. Taking the advantages of these three operators, the searching and optimizing speed can be 

increased. Experiments indicate that simulations with the proposed algorithm have a 47% improvement in 

convergence speed on the traveling salesman problem. Also, while applying the proposed method to solve the 

graph coloring problem, the proposed algorithm also has a 10% improvement in solution qualities. 

Furthermore, since these operators are additional parts to the original GA, the algorithm can be further 

improved by enhancing the operators, such as selection, crossover, and mutation. 
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1. Introduction 
Genetic algorithm (GA) was first proposed by 

Holland in 1975 [1] based on natural evolution 

selection “survival of the fittest.” In recent decades, 

Genetic Algorithms are widely used in many fields, 

such as optimization, scheduling problems which are 

usually proved to be NP-complete problems [1-7], 

etc. In Whitley’s research [8], the major factors 

hiding behind the structure of GA are selection 

pressure and population diversity. The selection 

pressure influences the fitness and the relations 

between chromosomes of the offspring and the 

parents. Mauldin [2] also confirmed the importance 

of maintaining the diversity of GA. In addition, in 

view of GA, researches with measures or extra 

conditions [9-12] are aspiring to not only natural way 

but performance.  

In this paper, a new heterogeneous GA which 

could be compatible with most classical GAs is 

proposed to achieve better performance. The 

proposed method employs three operators, denoted 

as aging, competition, and reproduction. Furthermore, 

additional four parameters, “life bound”, “alpha 

value”, “beta value”, and “gamma value” are used to 

control those three processes. The three major 

contributions in this paper are: 

1. Not only competition or fitness of each 

generation but also life cycle and 

reproduction based on biological resources 

are considered. In addition to the original 

competition of GA, due to the limitation of 

life cycle, there are not always enough 

individual selected for the next generation. 

Hence, considering the biological resources, 

the individuals with high competitiveness can 

compete for the rest biological resources and 

reproduce by asexual reproduction. 
2. The asexual production consists of aging, 

competition and reproduction is proposed and 

independent from the crossover. 

3. The paramecium-imitated which includes sexual 

and asexual production is proposed. 

4. The proposed algorithm with new frameworks 

can converge faster and perform better than 

classical GA in solving the traveling salesman 

problem and the graph coloring problem. 

The rest of this paper is organized as follows. In 

Section 2, the related work about improving GA 

efficiency is introduced. Section 3 defines the 

problem statement and presents the proposed 

algorithm. Performance evaluation is given in 

Section 4. Conclusion is drawn in Section 5. 

 

 

2. Related Work 
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In the following, the survey of GA procedures, such 

as representation, selection, crossover, and mutation 

are described. Also, the sexual and asexual 

crossovers are demonstrated. 

 

 

2.1 Representation 
Representation, or chromosome encoding, is to 

transform all candidate solutions to the genotype 

form so that they can be operated in GAs. Also, the 

optimal solutions of the given problem should be 

covered by the representation so that GAs can have 

the chance to find out them. Therefore, the encoding 

of the problem may depend on the problem domain. 

In this paper, the traveling salesman problem (TSP) 

and the graph coloring problem (GCP) are 

considered in Section 3. 

 

 

2.1.1 Representation of the Traveling Salesman 

Problem (TSP) 

The goal of the traveling salesman problem (TSP) is 

to find the minimum trip of cities. The general 

presentation is to encode the permutation of cities 

which are visited sequentially. Take an 8-cities TSP 

for instance, the chromosome may be encoded as: 3

→8→1→6→7→2→4→5. Each gene number within 

this chromosome is the identifier of one city. The 

sequence of the permutation of these numbers means 

the order to visit cities. 

 

 

2.1.2 Representation of the Graph Coloring 

Problem (GCP) 

The graph coloring problem (GCP) is to minimize 

the number of colors (chromatic number, denoted by 

 needed to color the given graph with the basic 

rule – no two adjacent vertices get the same color. 

Concerning the essence of GCP, two main 

approaches differentiate by the numbers of the 

vertices are class numbers or color numbers. In this 

thesis, the latter is applied. Here is a 7-vertices GCP 

example, the chromosome is encoded as: S = {V1, V3, 

V5}, {V4, V7}, {V2, V6}. Each vertex in the same 

bracket has the same color assignment. That means 

the V1, V3 and V5 have the same color. 

 

 

2.2 Selection 
In most selection operations, better individuals have 

more chances to reproduce better offspring. However, 

elitism is not always effective since heavy selection 

pressure can decrease the population diversity. 

Different selection methods influence the 

convergence speed [8]. In this paper, the roulette 

wheel approach [15] and Tournament approach [16] 

are considered. 

The roulette wheel approach (RWA) selects 

individuals in proportion to the related position of 

fitness in the entire population. The RWA probability 

(Pi ) of each individual would be  

 

where Fi indicates the fitness value of the ith 

individual. Then, candidate solutions with better 

fitness would have more chances to be selected than 

worse ones. Therefore, RWA would let the better 

individuals get more chance to generate their 

offspring.  

Tournament approach takes the rule of ranking 

approach with racing. First, two candidates are 

selected randomly. Then, compare the fitness of 

these two selected individuals according to the 

objective function. Only the winner (or better one) 

can be selected to be the parent. The procedure is 

described as follows: 

Step 1. Randomly select two individuals, 

denoted as a and b. 

Step 2. Compare these two individuals. If the 

fitness of a is better than the fitness of b, then a is 

selected. Otherwise, b is selected.  

Step 3.  If there are enough parents, go to 

crossover, otherwise go to Step 1. 

 

 

2.3 Crossover 
The effect of different crossover operators is 

investigated for many years [13]. Even with the same 

crossover operation, the performance still varies with 

the crossover rate [14]. In the following, the 

definitions of crossover used in this paper are 

presented.  

 

 

0 1 1 0 1Mask

1 0 0 1 0Mask*

a B C d e

A B c d E

Child 1

Child 2

a B c d E A B C d eParent 1 Parent 2

 
 

Fig. 1. Example of the UX. The child 1 and child 2 

are generate by using the given mask and the inverse 

mask, named as mask* 
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2.3.1 Uniform Crossover 

Uniform crossover (UX) is also a famous crossover. 

A binary mask, which has the same length of bits 

with all candidate solutions, is firstly constructed. 

Each bit on the binary mask is 0 or 1, is used to be 

the selection basis. According the mask, the i
th
 gene 

of parent one is copied to the i
th
 gene of child one 

when the i
th
 bit of the mask is 0, and vice versa. A 

simple example for UX is shown in Fig 1. 

 

 

2.3.2  Greedy Partition Crossover 

Greedy partition crossover (GPX) is proposed by 

Galinier and Hao [19] for solving the graph coloring 

problem. This method constructs the partial color 

classes to build the child successively in a greedy 

fashion. The class with the largest cardinality of one 

selected parent is copied to the child. The vertices of 

this class are eliminated from the other parent. 

Figure 2 shows a simple example with 10 vertices 

and 3 color class. The characters A, B, C, …, J are 

the identifiers of all vertices. Each column is one 

color class. 

 

 

Parent 1*

Parent 2

Child

A B C D E F G H I J

H F C B A G J E D I

Parent 1

Parent 2*

Child

A B C  H I J

H C B A J I

D E F G

Parent 1

Parent 2*

Child

A B C  H I J

H C B A J I

D E F G

Parent 1*

Parent 2

Child

C  H I

H C  I

D E F G B A J

Parent 1*

Parent 2

Child

C   

H   

D E F G B A J H I

Parent 1*

Parent 2

Child

C   

H   

D E F G B A J H I

(a) (b)

(c) (d)

(e) (f)
 

Fig. 2. Example of GPX. (a) Find the group with 

maximum number of vertices in parent one. (b) Take 

this class to the child and remove those vertices of 

this class in parent two. (c) Find the group with 

maximum number of vertices in parent two. (d) Do 

the same operation as (b). (e) Then, three color 

classes of child are filled. (f) The rest vertices are put 

in a color class randomly. 

 

 

2.4 Mutation 
There are many mutation methods have been 

developed. Here, we describe two famous mutations, 

such as reciprocal exchange mutation and inversion 

mutation. 

 

 

2.4.1 Reciprocal Exchange Mutation 

 Chromosome 1
Randomly 

select“1”and “5”

Swap“1”and“5” 

 2 1 3 5 4

 2 5 3 1 4Chromosome 2

after 
mutation

 
Fig. 3. A simple instance of Reciprocal Exchange 

Mutation 

 

In this type of mutation operation, two genes are 

randomly selected and interchanged, as shown in Fig. 

3. 

 

 

2.4.2 Inversion Mutation 

As literally, inversion mutation reverses a section of 

genes. So this method causes more variations than 

reciprocal exchange mutation. Figure 4 is an 

example of inversion mutation. 

6 4

6 2 5 3 1 4

after 

mutation

rotate the selected 

gene section

1 3 5 2

selected section

7

7

 
Fig. 4. An example of inversion mutation 

 

 

2.4.3 Sexual and Asexual Genetic Algorithm 

Freisleben and Merz [20] developed genetic local 

search operators incorporating domain knowledge 

into a genetic algorithm which would almost lead 

fitness to the best answer. However, they mentioned 

that additional local search operators can decrease 

the efficiency of GA algorithm, so the complexity of 

their method must be reduced to speed up the 

computational time. Besides, their algorithm is 

specially designed for the traveling salesman 

problem. Transforming the local search method of 

their algorithm to other problem may be very 

difficult or unsuitable for that problem. In addition, 

fast convergence speed usually does not lead to the 

best answer. In other words, the disadvantage of 

local search is the quick premature convergence of 

population. Local searches would decrease the 

diversity of whole population. However, to keep the 

diversity of population is always a highlighted point 
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for researchers of GA. Mutation plays a key role to 

maintain diversity of population and avoids risk of 

getting premature convergence in natural evolution. 

Mutation is a key point to keep the variety of 

population, since it produces the genes different than 

its parents even though parents are the same. 

Furthermore, Mauldin [2] developed an important 

genetic search to maintain the diversity. He 

confirmed that ability of guaranteeing genetic 

diversity is equal to the robustness of genetic search 

and degree of decreasing uniqueness. Besides the 

improvements on standard GA operations, there are 

other researches working on modifying GA 

frameworks. Multi-parents of GA is proposed in the 

1960s [1] [20] [21]. Tsutsui [22] points out that 

multi-parent recombination would drive a better 

answer than traditional two-parent recombination. 
The word “sexual” has several meanings in GA. 

Here, we employ the meaning of “sexual” that 

signifies the way to generate next generations that 

could be sexual or asexual by adjusting the GA 

parameter “crossover rate.” Sexual crossover takes 

more than two parents to generate the children. In the 

other way, asexual crossover is only to duplicate the 

parent to the children. 

 

 

3.  The Proposed Algorithm 
Although GA is recognized as a powerful and 

heuristic algorithm, efficiency is still an important 

issue. The algorithm proposed in this research 

presents another view of improving GA’s efficiency 

from the natural point of view. The proposed 

algorithm with the new framework of genetic 

algorithm, called paramecium-imitated evolution 

algorithm focuses on enhanced livability and 

competition, by adding additional procedures to a 

standard GA’s procedure. The motivation of 

combining livability and competition is that GA is a 

simulation of natural species to evaluate the most 

suitable pattern for environment, and the evaluation 

speeds varies according to their species. The first 

idea of this thesis is to intensify the evolution speed. 

The stronger the survival is, the better the remained 

individuals will be. Therefore, the first idea of this 

research is to identify a different survival method, 

which is the competition element in this research. 

The competition method is proposed to improve the 

convergence speed (The details of the competition 

method would be described afterward). But the 

population diversity would be fast reduced by the 

competition method in the experiments. Even GA 

with the competition method has better fitness 

behavior earlier, but sooner or later the population 

would be premature. Figure 5 shows this situation. 

 

 
Fig. 5. Simulation result of TSP “a280” shows 

influences of the competition method (population 

size: 100, reproduction rate: 0.8, mutation rate: 0.5, 

alpha value: 1, beta value: 1) 

 

Therefore, the life method is the idea added into 

the thesis to improve the diversity and prevent the 

population from fast pre-maturating when the 

competition method always duplicates the same 

individual. The method proposed here is to combine 

these two methods to improve the effect of GA. 

Therefore, adding livability and competition is the 

solution to make the simulation of nature more 

practical. 

 

Yes

START

No

END

Representation

Initialization

Selection

Crossover

MutationSurvial

Stop criteria 
satisfied?

AgingReproduction

Competition

Sexual 
reproduction

Asexual 
reproduction

 
Fig. 6. The flowchart of the proposed algorithm 

 

Figure 6 shows the flowchart of the proposed 

algorithm. Obviously, there are three added 

functional blocks in the rear of the standard GA 

functions. The middle block “sexual reproduction” in 

the flowchart is the classical GA flow except the 

survival function is taken to the end of all procedures. 

The main characteristic of the proposed algorithm is 

the asexual reproduction block after the sexual 

reproduction. 
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The proposed algorithm has the same procedures 

as a simple GA, except that there are three extra 

procedures, such as “aging,” “competition,” and 

“reproduction” added after the mutation procedures. 

Four parameters, such as “life bound,” “alpha,” 

“beta,” and “gamma” are added in these three new 

procedures.  

The “life bound” is literally the maximum 

number of generations for the individual. The “aging” 

process relating to the “life bound” let individuals be 

dropped when its age exceeds the “life bound” 

parameter, but oppositely the “reproduction” allows 

the better individual to live again. 

The individual of the better fitness has the chance 

to duplicate itself when it is selected in the process of 

“competition.” If there is only “aging” function, the 

best fitness of entire population would be reduced 

greatly due to the best individual would be swapped 

out when it reaches the life limit. With the 

combination of those two functions, the best fitness 

would have chances to duplicate itself. Details of 

these functions are described in the following 

paragraphs. 

 

 

3.1 Aging 
The “aging” block with the parameter - “life bound” 

would like to age the individual and allow those 

individuals that get older than “life bound” to be 

dropped. The diversity of the population can be kept 

by constantly swapping out some individuals that 

exist in the population very long time. Figure 7 is the 

flowchart of aging function. 

 

Start of aging evaluation

Reach the limited 

viability?

Remove this 

individual from 

the population

Next step

Yes

No

 
Fig. 7. The flowchart of aging function 

 

The aging function may even remove the current 

best solution if it reaches the life limit. So that, the 

current best solution would usually become worse 

than the former generation. Additional procedures, 

“competition” and “reproduction” are used to 

counteract the effect produced by the “aging” 

procedure. 

 

 

3.2 Competition 

The “alpha” value is to determine how many 

individuals in the top of entire population are picked 

to proceed the competition and the reproduction 

functions. On the contrary, the “beta” value is to 

choose those genes in the bottom of total population. 

Figure 8 shows the flowchart of comparing 

individuals in entire population. In this diagram, a  

individuals in front of the population are taken to be 

compared with b  individuals in the rear. 

The number of individuals after aging operation 

is called “alive number.” Before operating the real 

competition operation, here comes the estimation of 

“alive number” first. The total number of population 

size before “aging” procedure is populationsize × 

(1+reproduction rate). 

 

 
Fig. 8. The flowchart of comparing individuals in 

entire population 

 

 Due to the operator of “aging,” the “alive 

number” would not be more than the total number of 

population size after dropping some older individuals. 

So “alive number,” may have two cases: 1. “alive 

number” is larger than the number could enforce the 

natural law “survival of the fittest.” 2. the “alive 

number” is insufficient.  

“The number which could enforce natural law” 

mentioned here means the number is enough to 

proceed the survival operator in GA operators. 

Because amounts of creatures in the natural 

environment would keep on a quantity related to the 

food and the living space supplied by the 

environment. On the contrary, it is no doubt that with 

enough food and space, species would keep growing 

with no competition until the amount of “population 

size” reach the bound of the natural supply. So 

clearly, “The number which could enforce natural 

law” is the “population size” parameter of GA. Then, 

when case one happens, the proposed algorithm 

would execute the right flow of the competition 

procedure as shown in Figure 9. If case two happens, 

the “alive number” is smaller than the parameter 

“population size,” the proposed algorithm would go 

the left flow and then go to the next procedure. 

After entering the right-hand side flow of the 

competition flowchart, the operation described in the 

front of this section is taken. The values of “alpha” 

and “beta” mean the groups of individuals to 

compare and to be compared respectively. The 
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competition operation takes the third parameter 

“gamma,” which is a threshold value to compare 

those individuals of two sides. If the fitness of the 

better individuals subtracts the fitness of the worse 

one is larger than “gamma” value, the worse 

individuals are marked to perform the replacement. 

In Fig. 9, the competition flowchart, the sorting 

operation is to sort all individuals in order to allow 

quick process in the next step. Block 1 is to take the 

better individuals in the population according to the 

value of “alpha” to be compared in block 2. If the 

value of “alpha” is 1, the best individual would be 

selected. The result of comparing is the mark of 

individuals to decide which individuals has the 

quality to reproduce itself as shown in block 3. 

 
Competition 

Start

Sort

alive number <

population  size ?

Select the better 

individuals within the 

population size

Compete all individuals 

with the selected 

individuals

If the difference of 

fitness between them 

is larger than the 

“gamma” value? 

Next step

No

No

Yes

Yes

1

2

3 Mark the individuals as 

no competive
  

Fig. 9. The flowchart of competition operation 

 

 

3.3 Reproduction 
The flowchart of reproduction is shown in Fig. 10. 

After the aging procedure, there are two cases about 

the “alive number.” If the “alive number” is smaller 

then the “population size,” the left-hand side of 

reproduction procedure is applied. This left 

procedure would duplicate some of better individuals 

to fix the insufficient quantity of population. On the 

other aspect, if the number of individuals is larger 

than the “population size,” the right-hand side 

procedure is triggered. Those worse individuals 

would be replaced by some better individuals. 

 

Reproduction Start

There is no 

competitiveness 

individual ?

Next Step

Remove those 

individuals 

without 

competition

β 

individual 

at most

If“alive number”is 

less than the“population  

size”? 

Yes No

No

Yes

1

2

3

New individual 

reproduction

New 

individual 

reproduction

New 

individual 

reproduction

Fig. 10. The flowchart of reproduction 

 

In Fig. 10, the decision block 1 determines if the 

“alive number” is enough to replacement procedure 

in the right-hand side of the flowchart. On the other 

aspect, if the “alive number” is less than the 

“population size,” the decision block 2 in the 

right-hand side is taken. 

Considering decision block 2, it is to decide if 

there are any marked individuals. When there exists 

marked individuals, the process would replace those 

marked individuals with the best individuals. 

Otherwise, the process goes to next step. 

 

 

3.4 The Parameters Setting Method 
Based on experience a setting method which gets 

better results than the blind searching is given. The 

values of “alpha” and “beta” are set to 1. The value 

of “gamma” can be yielded according to the 

following function: 

 

)1( rateonreproductisizepopulation

generationfirsttheinindividualbesttheoffitness
Gamma

+?
=

 

Experiments shows that the “life bound” greatly 

influences the performance and is also problem 

dependent. The value of “life bound” could be 

assigned a large value (such as 20, 50…) during 

initialization. The dynamic aging adjusting function 

is given below. 

“life bound” = “life bound” – 1 until 

 

"" boundlife

sizepopulationrateonreproducti
numberAging

?
>
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3.5 The Complexity Analysis 
There are three operations in the flow–aging, 

competition, and reproduction. It is obvious that the 

complexity of aging operation is O(n), n is the 

number of the total population size, i.e. population 

size × (1 + reproduction rate). Sorting operation 

and comparing operation are two basic operations of 

the competition operation. Sorting operation is 

. In addition, the complexity of comparing 

operation is according to the values of “alpha” and 

“beta.” The complexity of comparing operation is 

 at most because the value “alpha” plus 

“beta” should be less than n. Because the 

reproduction operation is to replace the marked 

individuals, the complexity of it is obviously O(n). 

So it is clearly that the complexity of three 

operations proposed in this research is . 

 

 

4. Performance Evaluation 
This section presents the performance of the 

proposed algorithm. To make a comparison, Table 1 

describes the GAs used in this simulation. 

 

Table 1 The standard GAs with different methods 

Name 
Selection 

method 

Crossover 

method 

Mutation 

method 

Standard 

GA1 
Tournament UX Inversion 

Standard 

GA2 
Tournament GPX 

Reciprocal 

Exchange 

 
In addition to the four parameters (population 

size, reproduction rate, mutation rate, and crossover 

rate) used by the standard GA, the proposed 

algorithm would use four external parameters (alpha, 

beta, gamma, and life bound). Those four external 

parameters have to be set properly in order to obtain 

the best performance. Otherwise, as the simple GA, 

the performance may be down because the 

inappropriate values. The parameters setting method 

is discussed in Section 3. 

 

 

4.1 Traveling Salesman Problem 
The traveling salesman problem is one of the 

NP-complete problem and also a classic 

combinatorial optimization problem which is 

difficult to solve. Here is the performance post of the 

benchmark “a280” (280 cities) in [24]. Table 2 lists 

the parameters used in this simulation.  

 

Table 2 Parameters and values used in the traveling 

salesman problem simulation 

Parameters Values Parameters Values 

Population 

size 
100 Alpha 1 

Reproduction 

rate 
0.8 Beta 1, 3, 5 

Crossover  

rate 
1.0 Gamma 

500, 1000, 

… , 2000 

Mutation rate 
0, 0.1, 0.2, 

 … , 0.5 
Life bound 1, 3, … , 100 

 

The attribute “Parameters” shows the name of 

the parameter. The attribute “Values” shows the 

value of related parameter. And the attribute of 

“Definitions” indicates the definition of the 

corresponding parameter. The four parameters in 

first four rows of the table are the parameters used in 

GA. The rest of parameters are used by the proposed 

algorithm. The parameter of “beta” takes three 

values. The parameters of “gamma” and “life bound” 

take five values. 

The test of performance in different mutation 

rates is shown in Fig. 11. The best performance of 

standard GA1 in Table 4.1 is with the mutation rate = 

0.5 that will be used in the comparisons. 

 
Fig. 11. The performance of different mutation rates 

in TSP for the standard GA1 

 
The standard GA to be compared in Fig. 11 is the 

Standard GA1 described in Table 1. From Fig. 12, 

among different “life bound” it performs the best 

when the “life bound” = 1. Among different “gamma” 

values it performs the best when “gamma” = 500. 

The improvement ration among all simulations 

ranges from -0.1% to 47%. 
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Fig. 12. Simulation result of TSP shows influences 

between life bound and gamma. (population size: 

100, reproduction rate: 0.8, mutation rate: 0.5, alpha 

value: 1, beta value: 1) 

 

Figure 13 is the convergences of the proposed 

algorithm, the standard GA1 runs for 30000 

generations. Since “life bound” = 1 and “gamma” = 

500 yield the best solution in Fig. 10. The proposed 

algorithm using the setting method takes the 

parameter values - “life bound” = 50 and “gamma” = 

175. In Fig. 12, the convergence speed of the 

proposed algorithms is obviously faster than the 

standard GA1. In addition, the average improvement 

ratio of the setting method is 32.06%. Compared 

with Fig. 10, this improvement ratio is not the best 

result found in whole simulations but still a better 

one. 

 

 
Fig. 13. The convergences of the standard GA1, the 

proposed algorithm (population size: 100, 

reproduction rate: 0.8, mutation rate: 0.5, alpha 

value: 1, beta value: 1, life bound: 1, gamma value: 

500) and the proposed algorithm using the setting 

method (population size: 100, reproduction rate: 0.8, 

mutation rate: 0.5, alpha value: 1, beta value: 1, life 

bound: 50, gamma value: 175) 

 

 

4.2 Graph Coloring Problem 
Given an undirected graph  that  

 
is the set of vertices and  

is the set of 

edges. The GCP is to find the partition of V with a 

minimum number of color classes so that every edge, 

, vi and vj are not put in the same class. The 

Leighton graphs (le450) are used. Those parameters 

required for this simulation are listed in Table 3.  

 
Table 3 Parameter used in the simulation (GCP) 

Parameters Values Parameters Values 

Population 

size 
100 Alpha 1 

Reproduction 

rate 
0.8 Beta 1, 3, 5 

Crossover 

rate 
1.0 Gamma 

5, 10, …, 

30 

Mutation rate 

0, 0.1, 

0.2, … , 

0.9 

Life bound 
1, 2, … , 

100 

 

The test of performance in different mutation 

rates is shown in Figure 14. The settings of the 

Standard GA2 in Table 4.1 are used in this 

simulation. The selection function is tournament 

selection. The GPX and the reciprocal exchange 

mutation are applied. The standard GA2 has the best 

performance when mutation rate is 0.9. Figure 14 

shows the improvement performance of the proposed 

method with mutation = 0.9. 

 

 
Fig. 14. The performance of different mutation rates 

in GCP for the standard GA2 

 

The average improvement ratio compared with 

the Standard GA2 is given in Fig. 15. Though the 

performances of these GCP ratios in Fig. 14 are not 

as significant as that of TSP, it still gains the best 

10% improvement when gamma and life bound are 8 

and 15, respectively. In general, the improvement 

rates vary from -0.6% to 10%. 
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Fig. 15. Simulation result of GCP shows influences 

between life bound and gamma (population size: 

100, reproduction rate: 0.8, mutation rate: 0.9, 

alpha value: 1, beta value: 1) 

 

Figure 16 shows the speed of convergence. In 

this simulation, the improvement of the proposed 

algorithm is not only on the convergence speed but 

also on the best fitness. The best improvement rate is 

10%, when alpha = 1, gamma = 15 and life bound = 

8. 

 

 
Fig. 16. The convergences of the proposed algorithm 

and standard GA2 (population size: 100, 

reproduction rate: 0.8, mutation rate: 0.9, alpha 

value: 1, beta value: 1, life bound: 10, gamma value: 

30) 

 

 

5. Conclusions 
We have proposed a Paramecium-Imitated 

Evolutionary Algorithm. The proposed algorithm 

consists of sexual and asexual modules. Based on 

simulations, if the parameters are set well, the 

performance of the proposed algorithm gains even 

20% better than the Standard GA1 in TSP. Although 

the best fitness is the same between the proposed 

algorithm and the Standard GA1, the convergence 

speed of the proposed algorithm is evidently faster 

than the Standard GA1. The proposed algorithm also 

provides a better fitness that is  

about 10% improvement in GCP compared with the 

Standard GA2. 
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