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Abstract: - To increase the efficiency of data mining is the emphasis in this field at present. Through the 
establishment of transaction-item association matrix, this paper changes the process of association rule mining 
to elementary matrix operation, which makes the process of data mining clear and simple. Compared with 
algorithms like Apriori, this method avoids the demerit of traversing the database repetitiously, and increases 
the efficiency of association rule mining obviously in the use of sparse storage technique for large-scale matrix. 
To incremental type of transaction matrix, it can also make the maintainment of association rule more 
convenient in the use of partitioning calculation technique of matrix. On the other and, aiming at the demerits in 
FP-growth algorithm, this paper proposes a FP-network model which compresses the data needed in association 
rule mining in a FP-network. Compared with the primary FP-tree model, the FP-network proposed is 
undirected, which enlarge the scale of transaction storage; furthermore, the FP-network is stored through the 
definition of transaction-item association matrix, it is convenient to make association rule mining on the basic 
of defining node capability. Experiment results show that the FP-network mining association rule algorithm 
proposed by this paper not only inherits the merits of FP-growth algorithm, but also maintains and updates data 
conveniently. It improves the efficiency of association rule mining significantly. 
 
 
Key-Words: - association rule, association matrix, data mining, FP-growth algorithm, FP-network algorithm, 
frequent itemset 
 
1 Introduction 
With continuous development of database 
technology and widely application of database 
management systems, the amount of data stored in 
databases increases sharply. But faced with such 
massive data, tools which can make analysis and 
treatment to them is few [1]. Due to the limitation of 
tools used at present, people can not mine many 
important information concealed in huge amount of 
data, although they are very valuable for people’s 
decision. 

To solve these problems, Knowledge Discovery 
in Database (KDD) was developed. KDD is also 
called Date Mining (DM). There are small 
differences between KDD and DM, but usually they 
are used without distinguish [2]. 

The purpose of data mining is to find out the 
implicit, unknown and valuable knowledge and 
rules. These rules contain the special relationship 

among itemsets in database, reveal some important 
information and provide evidence for management 
decision, market planning and financial prediction, 
etc. The existing data mining methods are mainly 
based on association rule [3], neural network [4-6], 
decision tree [7-9], decision tree-neural network 
[10-13], Rough set [14-16] and others [17-21]. 

Association rule is an important research subject 
put forward by R. Agrawal in [3] in 1993, which can 
find out the close relationship among itemsets in 
databases. Plenty of research works on mining 
association rules are made by researchers in the field 
of data mining from then on [22-28]. The key 
research problem in association rule algorithm is to 
generate all the frequent itemsets. 

The existing association rule mining methods are 
mainly AIS [3], SETM [25] and others [26, 27]. The 
most famous one is the Apriori algorithm [28-32] 
put forward by Agrawal. The main demerit of 
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Apriori algorithm is to find huge amount of 
candidate generations. When the database is large, 
there exists the problem of combination explosion. 
And the need of searching the database for many 
times also increases the difficulty of calculation. 
Aiming at such demerits, many improved methods 
are proposed [33-35]. 

Therefore, J. Han put forward a method of 
creating frequent pattern sets through frequent 
pattern tree [36, 37]. FP-growth algorithm 
compresses the database which provides frequent 
items to a FP-tree, then begins for the initial postfix 
pattern to establish condition pattern groups, and 
then forms condition FP-tree, mining on the tree 
recursively. Its main merits are:  

1) It does not need to produce candidates, only to 
construct FP-Tree and condition FP-Tree, and 
produce frequent pattern by visiting FP-Tree 
recursively; 

2) Only two traversing to the whole transaction 
database is enough, one time to produce frequent1-
itemset and the other time to create FP-Tree, 
consequently decrease the visit times to the database 
apparently.  

Although FP-growth algorithm does not produce 
candidate generations and traverses the database 
only two times, its demerits are mainly incarnated 
on the difficulties of updating and maintaining the 
FP-Tree; besides, the process of forming the tree 
and association rule mining is comparatively 
complex. 

Data mining technology splits the difference 
between calculation efficiency and accuracy. 
Method mentioned above is the most mature method 
at present. But for large scale databases or data 
warehouses, it is quite difficult to store data whether 
in memory or hard disk. Whereas the problems exist 
in present FP-growth association rule mining 
algorithm, this paper compresses the data which 
provide frequent items to a FP-network, and store 
this FP-network by forming an association matrix. 
This method not only inherits the merit that FP-tree 
model does not produce candidates and does not 
visit database frequently, but also overcomes the 
demerit that FP-tree model is difficult to update and 
maintain. It is especially fit for association rule 
mining in large-scale databases. 
 
 
2 Backgrounds 
2.1 The System Construction of Data Mining 
Every researcher will form his own system 
construction when constructing a data mining 
system. For example, the three logical level (namely 
data obtaining level, data storage level, and data 

mining level) defined by MSMiner system; system 
construction integrated by LAP and OLAM and so 
on. 

From the respect of databases, there is a typical 
system construction of data mining, which is mainly 
combined with six parts as follows [38]. 

Graphical user interface 

Pattern evaluation 

Data mining engine 

 
Fig. 1 Typical system structure of data mining 

 
 
2.2 The Process of Data Mining 
The process of data mining is basically similar at 
present algorithms. Several typical ones are listed as 
follows: 

1) From the respect of mining environment, 
DMgroup [39] proposed five steps, namely 
determination of business object, data preparation, 
data mining, result analysis, and knowledge 
assimilation; 

2) From the respect of knowledge discovery, 
the process of data mining is divided into three steps, 
namely data preparation, data mining, and result 
evaluation; 

3) From the respect of modeling, SPSS 
proposed the ‘5A’ model of data mining. The ‘5A’ 
are namely Assess, Access, Analyze, Act, and 
Automate; 

4) In other respects, SAS proposed the SEMMA 
model (Sample, Explore, Modify, Model, Assess), 
Special Interest Group on Knowledge Discovery 
and Date Mining proposed the CRISP-DM (Cross-
Industry Standard Process for Data Mining) 
standard [40]. 

In general, according to the typical system 

Database or data warehouse server 

Data cleaning & 
data integration

Knowledge-base

Filtering 

Data Warehouse
Databases

WSEAS TRANSACTIONS on COMPUTERS Wei-Qing Sun, Cheng-Min Wang, Tie-Yan Zhang, Yan Zhang

ISSN: 1109-2750 1328 Issue 8, Volume 8, August 2009



construction of data mining above, the process of 
data mining can be divided into four steps as 
follows: 

1) Data preparation; 
2) Data preprocessing; 
3) Data mining; 
4) Pattern evaluation and expression. 
In the process above, the purpose of data 

preparation is to ensure the target data according to 
the customers’ demand. Data preprocessing usually 
contains noise immunization, missing value 
estimation, repeated records elimination, and data 
type conversion [41]. 
 
 
2.3 The Definition of Association Analysis 
Suppose { }1 2 mI i i i= L

I⊆

B⇒

 is the set of items, 
task concerned data D is the set of database 
transactions, each transaction T is also the set of 
items and there exists T . Suppose A is another 
set of items, association rule is the implication form 
expressed as A , where  and ,A I B I⊂ ⊂
A B ϕ∩ = , there exists the rule A  in 
transaction D with support value 

B⇒
s , where s  is the 

percentage of  within transaction D. And the 
confidence  of rule  in transaction D is 
defined as the percentage of transactions contain 
both  and 

A B∪
c A⇒ B

A B , namely: 
( ) (

( ) ( |
)

)
support A B P A B
confidence A B P B A

⇒ = ∪
⇒ =

         (1) 

Rules satisfy both minimum support value 
( ) and minimum confidence value 
( ) is defined as strong rules. The set of 
items is defined as itemset, itemset contains k items 
is defined as k i . If the itemset satisfies 

, it is defined as frequent itemset, frequent 
 is usually expressed as . 

_min sup
_min conf

_min sup
k itemset−

temset−

kL
 
 
2.4 The Property of Association Rule 
In the process of knowledge discovery in data bases, 
association rule is the knowledge pattern which 
describes the probability rule of items appears at the 
same time. 

The four basic properties of association rule are 
confidence, support, expected confidence and lift, 
which can be described as follows. 

1) Confidence: the appearance probability of B 
in the case of A appears; 

2) Support: the probability of A and B appear at 
the same time; 

3) Expected confidence: the appearance 
probability of B; 

4) Lift: the ratio of confidence/expected 
confidence. 

The calculation formulas for the four properties 
above are listed in table 1. 

Table 1 The Formulas for Four Properties 
Property Formula 

Confidence )|( ABP  
Support )( ABP ∩  

Expected confidence )(BP  
Lift ( | ) / ( )P B A P B  

 
 
2.5 The Process of Association Rule Mining 
Association rule mining is an important component 
of data mining. From Agrawal R. put forward 
association rule pattern of Boolean type in 1990s, 
association rule mining is now widely used in 
different fields. 

The process of association rule mining usually 
contains two steps: 

1) The first step is to find out all the frequent 
itemsets. As it is defined above, the occurrence 
frequency of these itemsets is no smaller than the 
presupposed _min sup ; 

2) The second step is to generate strong 
association rules from frequent itemsets. As it is 
defined above, these rules must satisfy both 
minimum support value and minimum confidence 
value. 
 
 
3  Transaction-item Association Matrix 
3.1 Definition 
Database which provides frequent itemsets is 
usually the association between transaction and 
item, there is a transaction database below, where 
the first arrange is transaction, TID is transaction 
ID, the second arrange is itemset namely which 
items associate with the transaction, the itemset is 
[ ]1 2 3 4 5I I I I I . 

Table 2 Transaction Database Table 
TID Item ID 
T100 I1,I2,I5 
T200 I2,I4 
T300 I2,I3 
T400 I1,I2,I4 
T500 I1,I3 
T600 I2,I3 
T700 I1,I3 
T800 I1,I2,I3,I5 
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T900 I1,I2,I3 
This transaction database can be described in the 

form as (0)D B I= : 
001 1 1 0 0 1
002 0 1 0 1 0
003 0 1 1 0 0 1
004 1 1 0 1 0 2
005 1 0 1 0 0 3
006 0 1 1 0 0 4
007 1 0 1 0 0 5
008 1 1 1 0 1
009 1 1 1 0 0

T
T
T
T I
T I
T I
T I
T
T

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥=
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

I

 Where 

(2) 

D  models transaction sets; I  models 
itemset; matrix (0)B  models the transaction-item 
association matrix, its element  can be defined as: 
to transaction i , if it associates with item , the 
corresponding element will be 1; otherwise be 0.  

ijb
j

The equation above can also be described as 
follows: 

1
1,2, ,

M

i ij j
j

D b I i N
=

= =∑ L                   (3) 

Where  is transaction set; Ni ,,2,1 L=
,1,2,j M= L  is the itemset, in the example above, 

the corresponding values of N  and M  are 9N =  
and . 6M =
 
 
3.2 Association Rule Mining 
To the association matrix mentioned above, if the 
minimum support value is 2, namely min_ sup 2= ; 
we add the arranges of the association matrix and 
get:  

1

1

N
(0)

j ij
i

L b
=

=∑                     (4) 

Where 1
jL  is the frequency of the jth item 

appears in the whole transaction database. In the 
example above, ,  , , 1

1 6L = 1
2 7L = 1

3 6L = 1
4 2L = , 

. And if m  is defined as the minimum 
support threshold value, there is: 

1
5 2L = in_ sup

1 min_ supjL ≥                       (5) 
It is a frequent 1-itemset. We make elementary 

arrange operations to the matrix above, namely add 
arrange 1 to arrange 2, 3, 4…respectively; neglect 
arrange 1, add arrange 2 to arrange 3, 
4…respectively; … And then make calculation as 
follows: 

1 1 1
1 0 0
0 1 0
0 0 0

+ =⎧
⎪ + =⎪
⎨ + =⎪
⎪ + =⎩

                         (6) 

It is obtained: 

(1) (1)

1 2
1 0 0 1 0 0 1 0 0 0

1 3
0 0 0 0 0 1 0 0 0 0

1 4
0 0 0 0 1 0 0 0 0 0

1 5
1 0 1 0 0 1 0 0 0 0

2 3
0 1 0 0 0 0 0 0 0 0

2 4
0 0 0 0 1 0 0 0 0 0

2 5
0 1 0 0 0 0 0 0 0 0

3 4
1 1 0 1 1 0 1 0 1 0

3 5
1 1 0 0 1 0 0 0 0 0

4 5

I I
I I
I I
I I
I I

B I
I I
I I
I I
I I
I I

+⎡ ⎤
⎡ ⎤ ⎢ ⎥+⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥+
⎢ ⎥ ⎢ ⎥

+⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ +⎢ ⎥ ⎢=
⎢ ⎥ +⎢
⎢ ⎥ ⎢ +⎢ ⎥ ⎢
⎢ ⎥ +⎢
⎢ ⎥ ⎢ +⎢ ⎥ ⎢⎣ ⎦ ⎢ +⎣ ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

(7) 
Similarly, if we add every arrange of the matrix, 

it is obtained: 
2

1

N
(1)

j ij
i

L b
=

=∑                      (8) 

Where (1)1,2, ,j N= L  is the 2-itemset. If: 
2 min_ supjL ≥   (9) 

It should be the frequent 2-itemset. In the 
example above, 2

1 4L = , , , 2
2 4L = 2

3 1L = 2
4 2L = , 

2
5 4L = , 2

6 2L = , 2
7 2L = , , , 2

8 0= LL 2
9 1= 2

10L 0= . 
The frequent 2-itemsets are , 1 2I I+ 1 3I I+ , 

1 5I I+ , 2 3I I+ , 2 4I I+ , . Similarly, we 
can get frequent 3-itemsets I I , 

2 5I+I
1 2 3I+ +

1 2I I 5I+ + . 
 
 
4  The Realization of Association 

Matrix Mining Algorithm 
From the deducibility above, it is obvious that the 
association matrix mining algorithm is very 
intuitionistic. Compared with the Apriori algorithm, 
the process of repetitive database scanning to find 
the frequent itemset can be avoided. But if the 
transaction database is a large one, to put the 
association matrix into computer’s memory entirely 
is also unpractical. So it is necessary to improve the 
efficiency of storage and operation when realizing 
the association matrix mining algorithm. 
 
 
4.1 Matrix Predigestion 
From the deducibility above, it is obtained that 
when some arrange’s (itemset) count is smaller than 
the minimum support value, this arrange will be 
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added to other arranges and the result obtained is 
just the same. That is, the combination with other 
items does not gain the frequent itemsets. This rule 
can also be obtained from equation (4). 

Therefore, after every check for frequent 
itemsets, infrequent itemsets will be deleted and will 
not be brought into the next calculation step. In the 
example above, association matrix  can be 
transformed as follows: 

(1)B

(1) (1)

1 0 1 0 0 1
0 0 0 0 1 0

1 2
0 0 0 1 0 0

1 3
1 0 0 0 1 0

1 5
0 1 0 0 0 0

2 3
0 0 0 1 0 0

2 4
0 1 0 0 0 0

2 5
1 1 1 1 0 1
1 1 0 1 0 0

I I
I I
I I

B I
I I
I I
I I

⎡ ⎤
⎢ ⎥
⎢ ⎥ +⎡ ⎤⎢ ⎥ ⎢ ⎥+⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥+⎢ ⎥= ⎢⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥+⎢ ⎥ ⎢ ⎥⎢ ⎥ +⎢ ⎥⎣ ⎦⎢ ⎥
⎢ ⎥
⎣ ⎦

⎥+

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

     (10) 

If we make elementary arrange operation to the 
association matrix above, it is obtained: 

(2) (2)

1 2 3
1 2 5
1 2 3

0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 0 1 1 1 0 1 1 0 1 0 1 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

B I
I I I
I I I
I I I
I I

=

+ +
+ +
+ +
+⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

2 4
1 2 5
1 3 5
1 2 3

1 2 3 4
1 2 3 5

1 2 5
1 2 3 5

1 2 5
2 3 4
2 3 5
2 4 5

I
I I I
I I I
I I I

I I I I
I I I I

I I I
I I I I

I I I
I I I
I I I
I I I

⎡
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢

+⎢
⎢ + +
⎢

+ +⎢
⎢ + +⎢
⎢ + + +
⎢

+ + +⎢
⎢ + +
⎢

+ + +⎢
⎢ + +⎢
⎢ + +
⎢

+ +⎢
⎢ + +⎣

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦

⎥
⎥
⎥

(11) 
After deleting the repetitive items and infrequent 

items, it is obtained: 

(2) (2)

0 1
0 0
0 0
0 0

1 2 3
0 0

1 2 5
0 0
0 0
1 1
1 0

I I I
B I

I I I

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥ + +⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥ + +⎣ ⎦
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

 (12) 

We make elementary transform to the association 

matrix, there is no frequent itemsets any more, 
which means the calculation ends. 
 
 
4.2 Sparse Storage of Matrix 
Deducibility above shows that the frequent 2-
itemset matrix (1)B  is larger than the frequent 1-
itemset matrix B , and the frequent 3-itemset matrix 

(2)B  is larger than the frequent 2-itemset matrix 
(1)B . But we can find the rule as follows: the more 

combinations of items, the sparser the 
corresponding matrix is. There is only 16 elements 
valued 1 in association matrix (2)B , account for only 
not more than 12% of the whole elements 
(9×15=135). The matrix will be sparser if the matrix 
is enlarged. 

Therefore, as the elements of the association 
matrix are neither 0 nor 1, we can use sparse storage 
technique of matrix and it only need to store the row 
and arrange number of those elements valued 1. An 
element occupies 2 storage units, as matrix (2)B  the 
storage quantity is 24% of the whole. About 76% 
memory can be saved, and it is evidently efficient to 
large-scale matrix. 
 
 
4.3 Partitioning Calculation of Association 

Matrix and Data Updating 
To a practical database, data accumulate ceaselessly. 
And due to the huge amounts storages of data, it 
takes much time to traverse the data base by mining 
association rule when new data are added, especially 
in large-scale data warehouses. Furthermore, it is 
necessary to partition the association matrix to 
increase the efficiency of data operations to large-
scale database. 

The formed association matrix  can be divided 
into four parts as follows: 

B

11 12

21 22

B B
B

B B
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

                      (13) 

Where 11 21,B B

12 ,
 model frequent itemsets in the 

transaction; 22B B  model infrequent itemsets in 
the transactions. In the association matrix (1)B  
above, if transactions T001~T006 is one suite, 
T007~T009 is another suite, the partitioning matrix 
can be described as follows: 
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(1) (1)

1 2
101001 0000

1 3
000010 0000

1 5
000100 0000

2 3
100010 1000

2 4
010000 0000

2 5
000100 0000

1 4
010000 0000

3 4
111101 0010

3 5
110100 0000

4 5

I I
I I
I I
I I
I I

B I
I I
I I
I I
I I
I I

+⎡ ⎤
⎡ ⎤ ⎢ ⎥+⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥+
⎢ ⎥ ⎢ ⎥+⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ +⎢ ⎥= ⎢
⎢ ⎥ +⎢
⎢ ⎥ ⎢ +⎢ ⎥ ⎢
⎢ ⎥ +⎢
⎢ ⎥ ⎢ +⎢ ⎥ ⎢⎣ ⎦ ⎢ +⎣ ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

       (14) 

This shows that the four partitioning matrix can 
calculate the support value respectively, the rules of 
calculation are as follows: 

1) If the support values of every arranges of 
matrix 11B  is bigger than the minimum support 
value, the support value calculation of matrix 21B  is 
no more necessary. 

2) If the support values of every arranges of 
matrix 21B  is bigger than the minimum support 
value, the support value calculation of matrix 11B  is 
no more necessary. 

3) When calculating the frequent value of matrix 
22B , the frequent value should be added to the 

frequent value of matrix 21B . Its matrix 22B  should 
be transferred to 21B  if the infrequent item changes 
into frequent item. 

In practical calculation processes, it is only 
necessary to store the item frequent value that 
calculated, but not the whole matrix, thus decreasing 
the calculation amount obviously. 
 
 
4.4 Compared with Apriori Algorithm 
In the process of association rule mining, the 
forming process of association matrix 

 is actually same with the 
‘connect’ step of Apriori algorithm, which is the 
main step to form candidate frequent itemsets. 
Where matrix 

(0) (1) (2) ...B B B→ →

(0)B  is the basic transaction-item 
association matrix; (1)B  is the transaction-item 
association matrix to form candidate frequent 1-
itemset; (2)B  is the transaction-item association 
matrix to form candidate frequent 2-itemset 
analogically. Different from Apriori algorithm, the 
forming of candidate itemsets is realized by 
elementary matrix operations, it is comparatively 
simple and the process is very clear. 

The predigestion of transaction-item association 
matrix is similar with the ‘cut’ step of Apriori 

algorithm. It is to predigest the process that does not 
produce frequent itemsets. As the amount of 
frequent itemsets is less and less, the increasement 
of association matrix dimension 

 is slower and slower. (0) (1) (2) ...B B B→ →
Although the process of transaction-item 

association matrix mining algorithm is similar with 
Apriori algorithm in many respects, it is obvious 
that the use of elementary matrix operations, sparse 
storage techniques and matrix partitioning 
techniques in the association rule mining increases 
the data mining efficiency obviously. 
 
 
5  Frequent Pattern Network 

Algorithm 
FP-tree model compresses the database which 
provides frequent items into a directed FP-tree, so 
there exist difficulties of maintaining and updating 
the data. To avoid such a demerit, here we propose 
an undirected FP-network model. 
 
 
5.1 FP-network Model 
The process of establishing the FP-network model is 
as follows:  

1) Regard each item as a node in the network, in 
the example above, there are five items I1, I2, I3, I4, 
I5, so there are five nodes in the network;  

2) Traverse the database and form the arc of the 
network for transaction T100, and as transaction 
T100 has three items, it is made up of two arcs, 
I1→I2, I2→I5, establish such two arcs and evaluate 
them as 1 respectively (the arc capability is 1); as 
this transaction begins at node I1, evaluate node I1 
as 1 (the node capability is 1); and as it ends at node 
I5, evaluate node I5 as -1 (the node capability is -1, 
which means flow to the opposite direction);  

3) Visit other transactions as the rule shown 
above, the FP-network established can be shown as 
follows.  

I1:6

I3:-5

I5:-2

I2:3

I4:-2
4

4

2

1

2

1

 
Fig. 2 FP-network Figure 
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The FP-network model above has such 
characters:  

1) The sum of node capability is 0, the sum of 
node inject capability and node pour capability are 
both 9;  

2) On each node, the sum of arc capability and 
node capability is 0. For example, to node I3, arc 
capability (5) adds node capability (-5) is 0;  

3) The amount of node injects capability or pour 
capability is the frequency that the node appears in 
the transaction. 

Compared with FP-tree model, FP-network 
model compresses the database which provides 
frequent items to a network, but this network can 
not express the total transaction yet. That is the 
network itself enlarges the amount of transaction.  

Take node I5 as an example, there are two 
transactions associating with it, that is I1, I2, I3, I5 
and I1, I2, I5, but there are four paths in the graph 
that associating with node I5, that is I1, I2, I3 ,I5 / 
I1, I2, I5 / I1, I3, I5 / I2, I5, but the latter two paths 
do not actually exist. 
 
 
5.2 Association Matrix Expression of FP-

network 
The FP-network model above can be described as an 
association matrix. As the actual FP-network can 
not distinguish the real path, thus enlarging the 
transaction set. To avoid such demerits, when 
describing FP-network by computer, we use the 
expression form of transaction (path) - item (node) 
association matrix, which is shown as follows. 

001 1 1 0 0 1
002 0 1 0 1 0
003 0 1 1 0 0 1: 6
004 1 1 0 1 0 2 : 3
005 1 0 1 0 0 3: 5
006 0 1 1 0 0 4 : 2
007 1 0 1 0 0 5: 2
008 1 1 1 0 1
009 1 1 1 0 0

T
T
T
T
T
T
T
T
T

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢= −
⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

I
I
I
I
I

⎥

     Where the numbers 6, 3,-5,-2,-2 correspond to 
items I1, I2, I3, I4, I5 present the corresponding 
node capability. So to store a FP-network can be 
conversed to store an association matrix and the 
capability of corresponding nodes. 

(15)

 
 
5.3 FP-network Algorithm 
It is convenient to realize association rule mining in 
the use of FP-network model and association matrix. 

The steps of association rule mining in FP-network 
algorithm are as follows: 

1) Begin from such a node whose node capability 
is not positive; 

2) Search for all the paths in the association 
matrix evaluated 1 that corresponds to this node, 
add the rows correspond to these paths, and evaluate 
the arranges 1 for those not less than min_sup; 
Otherwise 0; 

3) Those nodes evaluated 1 in the calculation 
result make up the frequent itemset; 

4) This process continues until all the nodes with 
nonpositive capability are mined. 

In the example above, we mine from node I5 
because its node capability is negative. The arrange 
corresponds to node I5 is arrange 5, and the rows 
whose elements are 1 are row 1 and row 8, add these 
two rows, we get [ ]2 2 1 0 2 , as the min-
support value is 2, we can transform it 
to [ ]1 1 0 0 1 , then the corresponding node set 
I1, I2, I5 is a frequent itemset.  

And then mine from node I4. Add row 2 and row 
4 whose elements value 1 on arrange 4, we get 
[ ]1 2 0 2 0  and [ ]0 1 0 1 0  after transform, 
so their frequent itemset is I2,I4. 

At last, to node I3, we add row 3,5,6,7,8,9 to get 
[ ]4 4 6 1 1 and [ ]1 1 1 0 0  after transform, 
so their frequent itemset is I1, I2, I3. 

Up to now, mining ends, the combination 
between the frequent itemsets that mined makes all 
the frequent itemset. 
 
 
5.4 Maintaining and Updating of FP-

network 
A main demerit of FP-tree model is the difficulties 
in data maintaining and updating, because when 
new data are added or the database is updated, the 
node position in FP-tree may be changed which 
makes the FP-tree has to be established again. 

But his problem does not exist in FP-network 
model, because FP-network is stored in the form of 
association matrix and the node orders in 
transaction-item association matrix are discretional. 
For example, the transaction-item association matrix 
above can be changed as follows: 
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001 1 1 0 0 1
002 0 1 0 1 0
003 0 1 1 0 0 5: 2
004 0 1 0 1 1 2 : 5
005 0 0 1 0 1 3: 0
006 0 1 1 0 0 4 : 1
007 0 0 1 0 1 1: 6
008 1 1 1 0 1
009 0 1 1 0 1

T
T
T
T
T
T
T
T
T

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢=
⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

I
I
I
I
I

⎥

   As the order of node I5 and I1 is changed; the 
new FP-network formed can be expressed as 
follows: 

(16) 

I5:2

I3:0

I1:-6

I2:5

I4:-1
2

4

4

2

1
1

Fig. 3 FP-network Figure 
The FP-network’s association rule mining above 

begins from node I1 and gets [ ]2 4 4 1 6 , 
[ ]1 1 1 0 1  after transform. As node I3 is a 
temporary node, it is neglectable. So it actually 
should be [ ]1 1 0 0 1 , the frequent pattern is I5, 
I2, I1; Then mine from node I4, we get the frequent 
itemset I2, I4; And then mine from node I3, get the 
frequent item pattern I2, I3, I1. Up to now, the 
mining ends, we get the same result as above. 

So the FP-network model expressed in the form 
of association matrix has no relationship with the 
node orders, thus getting over the difficulties of data 
maintaining and updating in FP-tree model. 
 
 
6 Conclusions 
This paper changes the process of association rule 
mining into elementary matrix operations through 
the establishment of transaction-item association 
matrix, which makes the process of association rule 
mining clearer and increases the efficiency of data 
mining. 

Especially, some operation techniques of large-
scale matrix such as sparse storage techniques, 
matrix partitioning techniques can be used into data 
mining, which increases the efficiency of data 

mining all the more. 
Aiming at the demerits exist in the association 

rule mining algorithm at present, this paper 
establishes a FP-network model. FP-network model 
is established on the basis of the definition of node 
capability and arc capability. Compared with the 
FP-tree model, FP-network model is a connected-
graph model and stored through transaction-item 
association matrix. We get several conclusions: 

1) FP-network model compresses the data that 
association rule mining needed to a graph; this is 
similar with FP-tree model; 

2) Compared with FP-tree model, FP-network 
model enlarges the scale of items that stored, and 
with the help of storing data through transaction-
item association matrix, the transactions needed can 
be confirmed; 

3) FP-network algorithm and FP-growth 
algorithm is similar in calculation efficiency, but 
FP-network algorithm is more convenient to update 
and maintain data that mined, thus increasing the 
calculation efficiency of association rule mining 
algorithm. 
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