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Abstract - Even though radial basis function networks are known to have good prediction accuracy in sever
domains, it is not known to decide a proper sampleligether data mining algorithms, so the task of deciding
proper sample sizes for the networkgieto be arbitrary. #\the size of samples grows, the improvement in error
rates becomes better slowly. But we cannot use larger and larger samples, because we have limited trai
examples, and there is some fluctuation in accuracy depending on thie ssmep This paper suggests a
progressivaesampling technique to cope with the fluction of prediction accuracy values for better radial basi
function networks. The suggestion is proved by experiments with promising results.
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1 Introduction Even though the gradient descent works well in most

Even though we do not know exactly the reason why afases;there isstill some possility of considering
neural network makes a certain forecast, we likelocal optima as global optin{a]. _ _
neural networks because their performance in the There are many attempts to determine the optimal
prediction task is very compatative comned to other ~ Structures of neural networks based on data [4, 5]. But
data mining or machine learning techniques, S due to c_omplexny of f[he methods and specificness of
neural networks aridely usedfor forecasting tasks the application domaithe structureof the networks
like classification and numerical forecasting areoftendecided by the knowledge of human experts
Therefore, training neural networks withgood ~ With some experiments. As a result, built neural
accuracy in forecador a given data set hagdén a  Networks may not represent the best data mining
major concern for their success. But even thoughModels that are lse for the target domain of the
neural networks are one of the most successful dat&Pplication.

mining or machine learning methodologies, there are Moreover, becausemost targe databases for

some points of improvement due to the fact that theydata miningare very large, we need sampling process
are built based on greedy algorithms ance th tO the target databaseBut the task of determining

knowledge ohumanexperts. proper sample sizes is arbitrary arke found
There are two major neural networks that haveknowledge based oime randomsamples is prone to
been applied successfully multilayer perceptron Sampling errorer sampling bias _
(MLP) neural networks and radial basis function According to statistics a proper sample size for a
(RBF) networks. Even though the two networks arefeature is SQ or so [6]. For example, to determine the
similar in shape, their traing eohanisms are very average weight of people, we need to do random
different. MLP neural networks use backpropagationSampling for 30 people. But, in general, the target
algorithms to train the connection weights so that it databases of data mining contain a lot of featuces, s
takes very long time to train. On the other hand, RBFWe do sampling like this, the sample size could
networks do not perform the backprogagation so thafP€come  enormous.  Moreover, — according to
traing time is relativelyery short [1, 2]. experiments using RBF networks the accuracy of the
In order to trainconnection weightof MLP ~ trained RBF  networks ~does not increase
neural networkshte backpropagation algorithms rely monotonically as the sample size grows. So adapting
on some greedy search algorithms like gradient decerf@’der and larger s samples is of no use to find
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better RBF networks. Therefore, we neesh a Jensen and Oates [16] investigated three sampling
alternative strategfor sampling. schemes, arithmetic, geometric, and dynamic
In section 2, we provide the related work to our sampling for decision tree algorithms. Iritlametic

research, and in sections 3 we presieatbackground sampling and geometric sampling, the sample size

of our methodand present the suggested timoel grows in arithmetic and geometric manner

Experimens were run to see the effect of the method respectively. Dynamic sampling method determines

in section 4. Finally section 5 provides some the sample size based on dynamic programming.

conclusions They found that the accuracy of predictors increases as
thesample size increases and the curve of accuracy is
logarithmic, so they used the rate of increase in

2 RelatedWork accuracy as stopping criteria for sampling. In [17]

Neural networks are widely used for machine learningSeveral resampling techniques like cruafidation,

or data mining tasks since the first neural network the leaveoneout, etc. are tested to see theefiof the

algorithm, theperceptron 7]. Because of the limited S@mpling techniques in the performance of neural

predictability of the perceptron, multilayer networks, and discovered that the resampling

perceptron@iLP) have been invented. In multilayer techniques has very dlffere_nt accuracy depending on

perceptrons there are two kinds of networks based ofature space and sample size.

how the networks are interconnectedeedforward

neural networksand recurrent neural network8].[

Radial basis functiqi®BF) networks are one of the 3 The background of suggested

most popular feeflorward networksq]. Even though method

RBF networks have three layers including the input

layer,hidden layer, and output lay¢hey differ from a

multilayer perceptron, because in RBF networks theg 1 principles of radial bass function networks

hio_ldenflayer perforrri _sorrr:e ChomputagonA _gogﬁ Radial basis function networks RBF networks were
point of RBF networkss that theycan be traine introduced in late 80's. There are many cases that

relativelyrapid speed. Due to the feddrward nature report successful application of RBF networks [18,

and functions in the hidden layef RBF networks 19 The function of RBF networks is based on the
local oiima problem may occur. In order to Overcome ¢, tion of actual neurons likeisual cortices that

this problem many evolutionary search algorithms o6 the property of being sensitive to some particular
were suggested [10, 11, 12]. Evolutionary search,g,a| characteristics [20].

algorithms try to finq global_ optimal_solutiomﬁased The task of forecasting with RBF network is a
on dataso that it is possible to find better RBF ;qsification or regression problem, so the problem
networks.But the algorithms require more extensive ., pe stated as a function approximation proble
computing time as well as more elaborate techniques Given a set of samplesx,, y) such that %) = y;
related to the evolutionray computation like the ¢, i — 1, ... n, where n is thé sample size &rid the
representation technique thie network structures and input vector. We want to find an unknown function

weights . that minimize the error, E(f, f) where f is a prior

Because some induction method is used to trainy netion that predicts doome exactly. So, f can be
the data mining models like neural networks, the , ien as follows:

behavior of trained data mining models also dependent f1>0 (1)

on the taining data set. So, thersdsneresearch on h . . . ) .
) ere | is the domain of input and O is the domain of
sample size as well as the property of samples anévutput

sampling scheme. Fukunaga and Hayes [13] désclis . L
) : . Because in the real world situation it is very
the effect of sample size for parameter estimates in a . L
. : et . common to have incomplete triadg input data set,
family of functions for classifiers. Raudys and Jain TS .
, .__error estimation is necessary dana usually done by
[14] prefer small sized samples for feature selection ) ..
L o checkingthe sum of square of errors E’:
and error estimation for several classifiers for pattern £ = FOx)) 5
recognition. In [15] the authorshowed that class So. RBF nze;\ll;z)r(kyis egx%zj)nction( %I having a
imbalance in training data has effects in neural ’ 9

. : . linear combination of hidden radial functiojpX. So
network development especially for medical domain. the RBF network can be written as follows:
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F(X) = Zjm1-m WiH(X) 3
wherehj(x) is the radial function in hidden node j and

w; is the weight between functior(X) and output e AN
node.
While multilayer perceptrons use sigmoid / \
functions for activation functions, RBF networks use / \
radial basis functions at hidden layer. Fig. 1veha / \
schematic view of RBF network. // \\
Input :;iggren output / \
layer layee Figure 2 Schematic view of Gaussian
v o /R function
\ b o . Wo
x B j”h’l L%
; g
3.2 Sampling procedure
\ /- 3.2.1 Arithmetic sampling
- ¥ e In arithmetic sampling sample size is increased in
arithmetic manner, sthe sequence of sample sizes is
in arithmetical progression. We can define the sample
size Ai in arithmetic sampling with the following
equation:
Ai=Ap+ixK 4
Fig. 1 Schematic view of RBF network Here, A is the initial sample size, i is an iteration

number, and K is a cot@t for increment
Because radial basis function makes an So, we can have an arithmetical progressibn
approximation based on the training data, one shouldample sizes like, AAq + 1K, A + 2K, A + 3K, and
choose a basis function that can represent the targeo on. For example, if & 2,000 and K = 100) then
domain well There can be a variety of radial basis A1 = 3,000, A = 4,000, and so on.
functions [21], for example, Mexican hat, Gaussian, Therefore, if we use arithmetic sampling with
etc. some proper K value, we can trace the accuracy of
Center point and radius are two parameters for aheural networks throughly. On the other hand this
radial function. The center of the radial function property may become a drawback of the arithmetic
indicates the central position, and the radiussampling scheme, because we may need a lot of
determires how the function spreads around its centercomputing time, if K is small. For example, let's
If we use Gaussian as a basis function, mean is th@ssume wedve 1,000,000 records in a data set, and
center and variance is the radius. If the population inwe start from 10,000 records as an initial sample size
the target domain has normal distribution, Gaussiarand the constant K value is 1,000. We have to do
function can be used as a radial basis functg. 2 sampling 400 times to reach to the half of the target
shows a schematic view of Gaussian function. data set. Because most target data sets for data mining
In order to train RBF networks first we should contain lots of data, it is highly possible that arithmetic
find appropriate centre and radius of radial basissampling alone cannot be used efficiently.
function. For this task, we may use some unsupervised
learning algorthms like neans clustering. After 3.2.2 Geometric sampling
deciding the centers and radiuses the weigts can b# geometic sampling method sample size is
trained. increased geometrically so that the sequence of sample
sizes is in geometrical pgoession. We can define
sample size Gi for sample i in geometric sampling
with the following equation:
Gi=GxK (5)
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Here, G is the initial sample size and K is a constant parts, training and testing, it is not easy to determine
for increment an appropriateamplesizethat is the best for tharget
So, we can have a geometrical progressibn data setln order to overcome this problem we resort
samplesn size, G, &K, GK? GyK> and soon. For to our repeated sampling schenthat considers
example, if G= 2,000 and K = 2, then,G 4,000, G various sizes of samples to find the best one for the
= 8,000, and so on. As we can see from the example, ifarget data set.
we use geometric sampling, sooner or later we can see  We do the sampling until the sample size is less
very big sample sizes. So, the target datansay be  than the half of the target data set, because we assume
exhausted within a few rounds. that we have some large target data set and we want to
As an example, let's assume that we havehave eough test data alsdhe following is a brief
1,000,000 records in a data set as before, and we sta@iescription of the procedure of te@mpling scheme
from 2,000 records as an initial sample size and the
constant K value is 2. So, the sequence of sample sizZ&NPUT : a data set for data mining,
becomes ike 2,000, 4,000, 8,000, 16,000, 32,000, k: the number of random sampling for each sample
64,000, 128,000, 256,000, 512,000. It takes only 9 size,
rounds to reach to the half of the target data set. s: initial sample size
Another noticeable fact in geometric sampling is OUTPUT: A, V, |, D.
that the sample size values are very sparse at the latér A: set of accuracy,
stageof the sampling. So, geometric sampling cannot V: set of average accuracy,
be a good sampling strategy, if used data mining I set of average improvement
algorithms do not have the tendency of monotonic  D: set of difference in max and min accuracy */
increase in accuracy. Let's assume that we have &:=1;
learning curve that have some sudden peaks ifPo Whiles <|target data set?
accuracy as #h training size grows. Because Do fori=1to k /* generate k RBF networks for

geometric sampling method has very sparse sampling each loop*/
interval with respect to sample size at the later stage of Do random samplingf size $
the sampling schedule, we might miss the points. ~ Trainand test RBF network;

Please look at Fig. 3 that depicts learning curve for & := Accuracy of the RBF network;
some indudbn algorithm. Because there some sudden A=A O{a}
peaks in accuracy, sparseness in sample sizes may notEnd for;

detect the points A=A0A;
v ;= the averagaccuracyin A;;

94.25 V =V O{v}; I* V:average accuracalues */

912 ~ / i := (the averageaccuracyof the RBF network of
011 / \ / previous step)- ( the ave_rageaccuracyof the

' / \ / RBF networls); /* average improvement rate */

941 ™ — - /x| T *

\ / \/ =10 {|},/ I: set ofi values */ _

94.05 d := (maximum of accuracy among the trained RBF

o \ / networks)- (minimum of accuracy among the

\/ trained RBF networks);

729 /* d stands for the fluctuation of accuracy values in

939 ‘ ‘ ‘ ' ' ' the trained RBF networks */

0 2 4 6 8 10 12 D :=D0 {d}; /* D: set of d values *

If s >= mid_limitThen
S := s + sample_size_incremeft+;
Else
S := sx 2; j++;continue; /* while loop */
End if
End while;

Fig. 3 Learning curve in accuracy for
some possible data mining algorithm

3.3 The method
Because we havenly limited number of datén the
data setand the dataet should be divided into two
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In the above algorithm we double the sample sizeand seven neural networks have been generated for the
until the size reaches to some point, mid_limit, thenexperiment.

we increment the sample size by sorixed value, The initial sample size for traimg is 2,000 and
because doubling the sample size can exhaust the dag®0for censusncome and adult respectively, and the
very soon. size of samples is doubled as the while loop runs. For

Even though we do random sampling, becausecensusncome and adult the given mid_limit value for
we may have some sampling bias and sampling errorsample size are 16,000 and 6,400 respectively, and the
as well as the property of RBF networks, the trainedsample size incremenbtf 8,000 and 3,200 for
RBF networks may have a varidtyaccuracy. So, in  censusncome and adult respectively. The rest of the
order to get rid of the effect of variety in accuracy we data set after sampling is used for testing.
average the accuracies of the trained neural networks In the table 1 and 4, the fourth column,
for each sample size, and this average accuracy witimprovement(%), means the percentage of
improvement value and fluctuation value in accuracyimprovement in accuracy compared to the neural
is used to determ@a proper sample sizgy selecting  netwaks of previous sample size, and the last column
a sample size that generates good RBF networks imepresents the difference of maximum and minimum
average case with satisfactory accuracies, we can hawalues of accuracy among the RBF networks in the
better RBF networks for future unseen cagdser given sample size
deciding the best sample size, we may further improve
the found RBF networks by trying some different Table 1. RBF networks for

parameters for the networks. ‘censusincome’ data set with various
sample sizes

4 Experimentation Samp. | Average Improve | Diff. of
Experimens wererun using dataetsin UCI machine | Size | accuracy(%) | -ment(%) | max & min
learning repository 2] called ‘censuincome’ and accuracy(%
‘adult’ to see the effect of the methaklult data setis | 2,000 | 94.12973 NA 0.6957

a refined version of censtiscome data setThe | 4,000 | 94.10299 -0.02674 | 0.5974
number of instancet censusncome data sefor 8,000 | 93.97587 -0.12712 | 0.7122
training is 199,523 in size of 99MB data file. The| 16,000| 93.96534 0.01053 | 0.674
number of instances adult data seis 48,842 The 24,0001 94.21419 0.24885 | 1.12391
data sets wereselected becausehey arerelatively 32,000 94.11256 -0.10163 | 0.6196
very large and contain lots of values that they |40,000| 94.05337 -0.05919 | 0.6833
represent the characteristic of data sets in data miningg 000| 94.30241 0.24904 | 1.1826
task well The total number of attributes is 4Ad 14, | 56,000| 94.10687 -0.19554 | 0.9964

and among them eightand six attributes are |64 000|94.12129 0.01442 | 0.9637
continuous attributedor censusncome and adult

respectively The values in continuous attributes of If we look at table 1, sample size 48,000 has the

censusncome data set are converted to nominal pegt accuracy in average, and the segobestis
values with entropyased discretization method, sample size 24,000. Note that as the sample size
because we want a data set that represent data {jcreases, accuracy does not increase monotonically.
business environment well and the discretizationfig. 4 displays the fluctuation of prediction accuracy
method Bowed the best result according to the of RBF networks for censtiscome data set more
experiments in [23]. clearly. In the figure X axis represents the ptnsize

We usedRBF network using Kmeans clustering  ang Y axis represents average prediction accuracy of
totrainfrom various sample siz€he following Table  gach seven samples.

1 and 4 show the values of average accuracy
depending owvarioussample size for censusncome

and adult data set respectivelhe given number of
clusters for Kmeans clustering is two. For each
sample size seven random samples have been selected
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944 The following fig. 5 shows correspoing graph
for table 2 data.

N A //\\/
N/ Y . /

939 %

937 T T T T T T T T T 1 93 T 1

2000 4000 8000 16000 24000 32000 4000048000 56000 64000 1 2 3 4 5 6 7
Fig. 4 Fluctuation of average accuracy Fig. 5 The accuracy of RBF networks
values of RBF networks for for ‘censusincome’ data set with
‘censusincome’ data set sample size 24,000

Table 2 and table 3 show the details of the The following fig. 6 show corresponding graph
experiment for sample size 24,000da48,000 for  for table 2 and table 3 data.
censusncome data set respectively.

955
Table 2 The accuracy of RBF
networks for ‘censusincome’ data set %
with sample size 24,000 /\
94.5
Sample number | Accuracy(%) / \/\
1 [93.7832 4 AN
2 94.1808 .
3 93.8076 '
4 94.1621 03 . .
5 93.7768 1 5 3 . : . ;
6 94.7693
7 95.0177
average| 942142 The best accuracy in sample size 24,000 is

95.0177% andhe best accuracy in sample size 48,000
is 94.9367% so that we may choose one of them as our

Table 3 The accuracy of RBF neural network.

networks for ‘censusincome’ data set
with sample size 48,000 Table 4. RBF networks for ‘adult’
data set with various sample sizes

Sample number | Accuracy(%)
1 93.7541 Samp. | Average Improve | Diff. of
2 04.3890 size accuracy(%) | -ment(%) max & min
3 94.9367 accuray(%)
4 94.6965 200 82.15153 NA 2.4239
5 94.1527 400 83.3527 1.20117 | 1.6907
6 94.4134 800 82.86174 -0.49096/| 0.9783
7 93.7745 1,600 |83.13183 0.27009 | 1.5071
average 94.3024 3,200 83.64977 0.51794 | 1.1419
6,400 | 83.38611 -0.26366| 2.0288

ISSN: 1109-2750 1180 Issue 7, Volume 8, July 2009



WSEAS TRANSACTIONS on COMPUTERS

9,600 | 83.57734 0.19123 | 0.6345

12,800 83.45717 -0.12017| 0.6165

If we look at table 4, sample size 3,200 has the

best accuracy, and the second best is sample size 9,600.

Note that as the sample size increases, accuracy does
not increase monotonically. Note also that bigger
sample sizes have less fluctuation in difference of
maxmum and minimum accuracy values. Fig. 7
displays the fluctuation of prediction accuracy of RBF
networks for adult data set more clearly. In the figure

X axis represents the sample size and Y axis represents
average prediction accuracy of seven samples.

&

a35
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325 /

82

aLs

81 T T 1
200 400 800 1600 3200 6400 9600 12800

Fig. 7 Fluctuation of average accuracy
values of RBF networks for ‘adult’
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Table 6 The accuracy of RBF
networks for ‘adult’ data set with
sample size 9,600

Sample number | Accuracy(%)
83.3418
83.2501
83.6578
83.8846
83.6323

83.8336

N OO~ WINEF

83.4412

average

83.5773

The following fig. 8 shows corresponding graph

for table 5 data.
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226
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1 2 3 4 5 6 7

data set

Table 5 and table 6 show the details of the

Fig. 8 The accuracy of RBF networks
for ‘adult’ data set with sample size
3,200

Thefollowing fig. 9 shows corresponding graph

experiment for sample size 3,200 and 9,600 for adulffor table 6 data.

data set respectively.

Table 5 The accuracy of RBF

networks for ‘adult’ data set with

sample size 3,200

Sample number

Accuracy(%)

83.8044

83.5261

83.9972

84.1506

83.0770

83.9468

N OO A~|WIN(F

83.0463

average

83.6498
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Fig. 9 The accuracy of RBF networks
for ‘adult’ data set with sample size
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9,600

is 83.8846% so Ht we may choose one of them as our
neural network.

Finally, in order to see whether we may have
better RBF networkswe experimented more with
diffrent parameter value for the number of clusters for

Hyontai Sug

Table 8 shows the result for adult data set with
sampel size 3,200. Because adult data set is relatively
The best accuracy in sample size 3,200 issmaller than censtiscome data set, the given number
84.1506% and the best accuracy in sample size 9,608f clusters for Kmeans clustering is four.

Table 8 The accuracy of RBF
networks for ‘adult’ data set with
sample size 3,200 when the number of

clusters is four

the sample sizes that have the best average prediction Sample number | Accuracy(%)
accuracyl'able 7 shows the result for censnsome 1 83.9599
data set with sampel size 48,000. The given number of 2 83.8657
clusters for Kmeans clustering is six. 3 84 1681
Table 7 The accuracy of RBF 4 83.9599
networks for ‘censusincome’ data set 5 83.8876
with sample size 48,000 when the 6 84.0454
number of clusters is six 7 84.5108
Sample number | Accuracy(%) average| 84.0568
1 94.1197 The following fig. 11 sbhws corresponding graph
2 94.2029 for table 7 data.
3 94.6642
4 94.3230 oy
5 94.5658 ' /
6 94.3487 844
7 94.6840 a2 /
average| 94.4155 . AN /
\/ \/
If we compare table 3 and table 7, we know that 838
we obtained the average of 0.1131% improvemet .
compared to the accura@f which the number of '
clusters is two. But the best RBF network was found 834
when the number of cluster is two. 1 2 3 4 5 6 7

The following fig. 10 shows corresponding graph

for table 7 data. Fig. 11 The accuracy of RBF networks

94.8

94.7

946 AN /
s / N\ AN /
i /NS N/
943 // \ ~

942 —

941

94
93.9

938

1 2 3 4 5 6

Fig. 10 The accuracy of RBF networks
for ‘censusincome’ data set with
sample &ze 48,000 when the number of
clusters is six
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for ‘adult’ data set with sample size
3,200 when the number of clusters is
four

If we compare table 5 and table 8, we know that
we obtained the average of 0.4795% improvemet
compared to the accuracy of whithe number of
clusters is twoMoreover, the best one has accuracy of
84.5108%. Note that the best one from two clusters
has accuracy of 84.1506%.

5 Conclusions

Neural networks are widely accepted for data mining
or machire learning tasks so that it is known that
neural network are one of the mosuccessfuldata
mining tools for predictiortasks There are two kinds
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of neural networks that are widely usednultilayer [9] C.M. Bishop, Neural networks for pattern
perceptrons and radial basis function networks. Many recognition Oxford University press, 1995.
researhers report that the performance of radial basis[10] A. Esposito, M. Marinaro, D. Oricchio, S.

function networks are better thammultilayer Scarpdia, Approximation of Continuous and
perceptrons for theirapplications. But, whatever Discontinuous Mappings by a Growing Neural
neural networks are used, thainedneural networks RBF-based AlgorithmNeural NetworksVol. 13,
may not always be the bgstedictorsdue to the fact No. 6, 2000, pp. 65656.

that they ar¢rainedbased osomegreedy algorithms  [11] O. Buchtala, M. Klimek, B. Sick, Evolutionary
with limited data setand the knowledge dfiuman Optimazation of Radial Basis Function Classifiers
experts.So, some improvements may be possible for Data Mining Applications|EEE Transactions

Because the target data sets in data mining tasks on Systems, Man, and Cybernetié%art B:
contain a lot of data, random sampling has been CyberneticsVol. 35, No. 5, 2005, pp. 92847.
considered a standd method to que with large data  [12] A. Hofmann, B. Sick, Evolutionary Optimazation
sets But, simple random sampling might not generate  of Radial Basis Function Networks for Intrusion
perfect samples that are good for the used data mining Detection,Proceeding of the International Joint
algorithms. Moreover, the task of determining a  Conference on Neural Networkgol. 1, 2003, pp.

proper sample size iskitrary so that the reliability of 415420.

the trained data mining models may not be good[13] K. FukunagaR.R.Hayes, Effects of Sample Size

enough to be trusted. in Classifier Design IEEE Transactions on
In this papera repeated progressive sampling Pattern Analysis and Machine Intelligencéol.

method with various sample sizes proposedto 11, issue 8, 1989, pp. 83B85.

decide the best random samples for RBF networks thafl4] S.J. Raudys, A.K. Jain, Small Sample Size
are one of the goageural network algorithms for data Effects in Statistical Pattern recognition:
mining tasks Experiments with real world data sets Recommendations for Practitioners IEEE
showed very promising results. Transactions on Pattern Analysis and Machine
Intelligence Vol. 13, No. 3, 1991, pp. 25264
[15] M.A. Mazuro,P.A. HabasJ.M. Zurada, X. Lo,
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