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Abstract: - Clinical Decision Support Systems (CDSS) are becoming commonplace. They are used to alert 
doctors about drug interactions, to suggest possible diagnostics and in several other clinical situations. One of the 
approaches to building CDSS is by using techniques from the Knowledge Discovery from Databases (KDD) 
area. However using KDD for the construction of the knowledge base used in such systems, while reducing the 
maintenance work still demands repeated human intervention. In this work we present a KDD based architecture 
for CDSS for intensive care medicine. By resorting to automated data acquisition our architecture allows for the 
evaluation of the predictions made and subsequent action aiming at improving the predictive performance thus 
enhancing adaptive capacities. 
 
Key-Words: - Clinical Decision Support, Intelligent Decision Support Systems, Knowledge Discovery, Intensive 
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1   Introduction 
Clinical Decision Support Systems (CDSS) are 
computer systems designed to impact decision 
making about individual patients at the point in time 
that these decisions are made [1]. Such systems may 
help physicians perform a large number of tasks 
related to patient care. Some of the most important 
factors associated with their success [2] [29] are: 
 

 providing alerts/reminders automatically as 
part of the workflow; 

 providing the suggestions at a time and 
location where these decisions are being 
made; 

 providing actionable recommendations; and 
 computerizing the entire process. 

 
Thus, integration into both the culture and process of 
care is going to be necessary for these systems to be 
optimally used. In fact, there are several issues that 
must be addressed in order to promote the use of 
CDSS. Some are issues of how the data are entered. 
Others are related to the development and 
maintenance of the knowledge base. Finally, there are 
also physician motivation issues. 

An increasing number of Intensive Care Units (ICUs) 
are using computer applications in their daily routine 
[3]. Those applications usually encompass data 
integration, where data from several sources is 
combined in a central repository. Moreover, the 
availability of medical data in digital support allows 
for the progressive replacement of the traditional 
paper based records with the associated gains in 
quality of care [3-6]. In addition, the availability of 
data may ease the development of CDSS through the 
use of Knowledge Discovery from Databases (KDD) 
techniques. However, there are issues with such DSSs 
as there are several problems regarding data 
availability and quality and also there is the need for 
frequent system updates in order to maintain a good 
performance. 
In this paper we present the work we have been 
developing in building one such CDSS. The 
architecture we propose allows the development of 
(semi) autonomous CDSSs as data acquisition, pre-
processing and model updates can be performed 
without human intervention.  
Our system (INTCare) is being tested in a real 
environment, the Intensive Care Unit (ICU) of 
Hospital Geral de Santo António (HGSA), Oporto, 
north of Portugal.  
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The following sections will introduce the problem 
definition and the state of the art, followed by the 
INTCare system formal description in terms of the 
Agent-Based paradigm. Then, the obtained results 
will be presented by means of their usability and 
efficiency. Next, a discussion will be set over the 
critical aspects of the INTCare system. Finally, the 
paper will be concluded, showing also perspectives of 
future work.   
 
 
2   Background 
 
2.1 Clinical Decision Support Systems  
One can now find CDSS being used with very diverse 
objectives, including [7]: 
 

- alerts and reminders; 
- diagnostic assistance; 
- therapy critiquing and planning; 
- prescribing decision support; 
- information retrieval; 
- image recognition and interpretation. 

 
Nevertheless, CDSS are not as widespread as would 
be expected given the potential benefits [8]. Some 
insights into the reasons behind some CDSS failures 
are reported in [9] and include several ideas with one 
of the most striking being that “the critical 
impediment to the development of decision programs 
useful in medicine lays in the impossibility of 
developing an adequate database and an effective set 
of decision rules”. Also, CDSS that require 
significant data entry are not likely to be used on a 
regular basis [10]. The architecture we propose 
attempts to circumvent these difficulties includes an 
agent for automatic data gathering from the available 
sources such as bedside monitors or the patient’s 
Electronic Health Record (EHR). Moreover, by using 
Knowledge Discovery in Databases (KDD) 
techniques INTCare is able to use the available data 
in order to automatically build and/or maintain the 
knowledge base. 

 
 

2.2 Knowledge Discovery from Databases 
and Data Mining 

The interest in Knowledge Discovery from Databases 
(KDD) and Data Mining (DM) arose due to the rapid 
emergence of electronic data management methods. 

In 1997, the Gartner Group suggested that DM is one 
of the top five key technologies that will have a major 
impact in the industry within the next years [11]. In 
effect, these techniques are now widespread and 
applications can be found in diverse areas. 
Within the Medicine arena, huge databases, with 
large, complex and multi-source information (e.g. 
text, images or numerical data), are commonplace. 
However, human experts are limited and may 
overlook important details. Furthermore, the classical 
data analysis (e.g. logistic regression) breaks down 
when such vast amounts of data are present.  Hence, 
an alternative is to use automated discovery tools to 
analyze the raw data and extract high level 
information for the decision-maker [12].  
More recently, there has been an emergent DM 
research area that involves the use of ensembles for 
supervised learning, where a set of 
classification/regression models are combined in 
some way to produce an answer [13]. 
Knowledge discovery is a priority, constantly 
demanding for new, better suited efforts. Systems or 
tools capable of dealing with the steadily growing 
amount of data presented by information system, are 
in order [27]. 
 
 
3   CDSS Architecture 
In this section we present our architecture for 
decision support in the intensive care unit.  
Most CDSS have three main components: the 
knowledge base, the inference or reasoning engine 
and a mechanism to communicate with the user [14]. 
However, such architecture usually demands manual 
updates to the knowledge base and may require 
extensive data entry by the users of the system. 
Moreover, the need for manual updates to the 
knowledge base is one of the factors for CDSS failure 
[8]. Also, doctors tend not to use an application that 
demands them to repeat data entry [15]. 
In this architecture we opted to include a component 
that is responsible for data acquisition and pre-
processing. This component will connect to whatever 
data sources are available and populate a data 
repository that can be used for automatic updates to 
the knowledge base. It is presented as an autonomous 
component as it is fundamental to autonomous 
operation. The architecture is presented in Figure 1.  
 

WSEAS TRANSACTIONS on COMPUTERS Pedro Gago, Manuel Filipe Santos

ISSN: 1109-2750 1104 Issue 7, Volume 8, July 2009



Figure 1 – The CDSS architecture 
 
Data entry is of utmost importance for the correct 
operation of INTCare.  
 
The Knowledge Management component maintains 
the prediction models and also includes allowing the 
evaluation of the predictions made. Moreover, a 
performance evaluation sub-component monitors the 
accuracy of the predictions made and when necessary 
will trigger model updates. We advocate the use of 
ensembles of models as they have been shown to 
perform better than single models [13] and allow for 
smooth updates. In fact, replacing a model in an 
ensemble is much less disruptive than having a single 
predictive model and replacing it for another. 
The inference component responds to requests from 
the user (via the interface component). It retrieves the 
necessary data from the available sources and uses 
the adequate predictive models from the knowledge 
management component in order to present the user 
with an answer. The interface component allows the 
physicians to ask for predictions for specific patients. 
 
A system based in this architecture is capable of 
functioning correctly when there is no information 
regarding the quality of the predictions made. 
However, if such information is made available, there 
are mechanisms that may force an automatic update 
of the predictive models being used thus allowing for 
an improved performance. 
 
 
4   INTCare System 
The proposed architecture was implemented in a real 
setting in order to evaluate its usefulness. The chosen 
location was an ICU of the Hospital de Santo António 
in Oporto, Portugal. It is a good location as there is a 
wealth of available data that can be collected either 
from the bed-side monitors or from the EHR.  
Our initial goal was that of predicting hospital 
mortality for ICU patients, given some data from the 
first 24 hours after ICU admission. As discharge data 
is entered into the EHR it is possible to 
(automatically) evaluate the predictions made. 

 
The INTCare  (Figure 2) is an agent based system, 
composed by several semi-autonomous agents in 
charge for the functionalities inherent to the system. 
Formally, the INTCare system is defined as a tuple: 
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where: 
CINTCare  is the context and corresponds to a logical 
theory, represented as a triple <Lg, Ax, D>, where Lg 
stands for an extension to the language of 
programming logic, Ax is a set of axioms over Lg, 
and D is a set of inference rules; 
ΔINTCare  is the set of bridge rules defining the 
interaction among the systems’ components (the 
agents); 
agat, …, aic are the system’s agents. 
 
 
4.1. Description of the Agents 
The INTCare agents follow the subordinated 
architecture [16], they are social computational 
entities, semi-autonomous, reactive, with internal-
state, and pre-defined goals incited by the system 
creators, whose activity contributes to the goal of the 
overall system. In a technical perspective the 
INTCare agents are high granularity objects 
aggregating a great number of capacities.  
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Figure 2 - The INTCare system 
 
The social model is static, pre-defined, and 
incorporated into the system by the developers. The 
intelligent behavior, the accuracy, the robustness, the 
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flexibility and efficiency of this kind of system 
emerges from the agents and their interaction. The 
overall behavior is the combined result of its purpose 
and its interaction with the environment [17]. The 
ext lines describe the agents’ functionalities:   

 

es and sent to the Vital 
Signs Acquisition Agent; 

em in the database 
tables: UCI_PATIENT_HL7.  

 hl7 message and gets the 
req

ad been correctly collected in the previous 
tim

nd inserts them into the database as 
a single record: 

 Then 

sert into database (avg_msg_obx_result) 

           Insert into database (msg_obx_result) 

n

Gateway (agat) is responsible to capture the vital 
signal data from bedside monitors. This data is 
packed into HL7 messag

 
Vital Signs Acquisition (avsa) is an AIDA 

process that parses the HL7 messages, extracts 
information blocks and stores th

 
The HL7 message starts with the header “MSH” 

and it is separated with “|” and “^”. This agent needs 
to split the message into individual data information. 
The data is verified and, if the information is correct, 
the agent performs the next steps. For the PID, PV1, 
OBR and OBX variables, it reads the information 
from the gateway splits the

uired data to database.  
For optimization purpose, if more than one 

message is received within one minute, an algorithm 
is applied so that only one message per minute is 
stored in the database.  Due to the high number of 
null values, it was necessary to perform some 
optimization.  The reason for this high rate is that the 
system can look for the values of physiological 
parameters more than once per minute. When this 
happens the gateway may get more than one 
message in the same minute. Some of these 
messages will have null values for the parameters 
that h

e. 
The solution found was to create an algorithm to 

gather all the values read in the same minute and for 
the same parameter and calculate the correspondent 
average. If it receives more than one value, it will 
store the average; if it can't collect any value in this 
minute, the field stays as a blank (null). Otherwise, it 
stores the single value collected. In conclusion, 
when the number of messages received per minute is 
greater than 1, it calculates the average of each one 
of the variables a

 
MSG_Data_Average algorithm 
      If count(msg_per_min)>1
           avg(msg_obx_result) 
           In
      Else 

With this algorithm the number of nulls present 
in the tables is reduced in 52% (from 60% to 8%). 
 

Clinical Analysis Data Entry (acade) is 
responsible for capturing the clinical data from the 
lab results that are done in the hospital; 

 
Clinical Data Entry (acde) is responsible for 

capturing the clinical data from the medical and 
nursing staff [24], especially from nursing records;  

 
AIDA (a

ada
) is an agency to archive and to 

disseminate medical exams and results. This agency 
will supply the lab results and nursing records 
through the clinical analysis data entry agent and 
clinical data entry agents [28]; 

 
Pre-Processing (app) agent is responsible for the 

correct linking of all the values in order to create a 
valid (even if limited in scope) medical record for 
the patient [24] . This agent is in charge of solving 
some data acquisition problems. 

Before data is consolidated in the data 
warehouse, the agent verifies the data in order to 
remove null values and correct the values that are 
out of range. It proceeds with the copy of the values 
received from bedside monitors, electronic nurse 
records and lab results, examines them and derives 
new fields. This agent analyzes all values acquired 
and only puts in the data warehouse the values that 
are acceptable and minimally correct; 

 
Data Mining (adm) is responsible for the retrieval of 
the relevant data in order to make possible the 
application of AI algorithms to train new models 
(train), whenever requested by the Performance (apf) 
agent, storing them into the Knowledge Base. After 
training, the models are stored in the Knowledge 
Base; 
 
Ensemble agent (a

ens
) intended to enhance predictive 

performance by combining several models (e.g. using 
a majority voting scheme) in order to produce an 
efficient answer [13]. 
 
Two different ensemble evolution strategies were 
evaluated and compared to a ”traditional” ensemble 
(Configuration A). In the first one (Configuration B) 
the model weights are changed after the evaluation 
of each batch of records. The weights update 
procedure is also included in the second 
configuration (Configuration C). Also, in this 
configuration new models are created using the 
records in each batch and the poor performing 
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models (those with negative weights) are removed 
from the ensemble. 
 
In order to investigate the effect of evaluating 
batches of records of different sizes we tested 
batches of 10, 20, 50, 100 and 200 records. 
The rationale behind this is that bigger batches may 
reduce the responsiveness of the system and thus 
lower its tendency for over training. 
In configurations B and C, in order to evaluate the 
effects of allowing changes in the model’s weights 
we decided to adjust the weights after each 
prediction. The models that had made a correct 
prediction had their weights increased. Those who 
failed had their weights reduced. We started by 
doing this after each prediction, but then 
investigated whether evaluating batches of records 
before making the weights updates would lead to 
better results. We tested updating the weights after 
each batch of 10, 20, 50, 100 and 200 records. After 
each batch of predictions (of size N) we had the 
number of correct predictions (C). First we 
calculated the fraction of the increment for each 
weight:  
 

2

2
N

NC
P

−
=  

 
where P is positive if the model is correct in more 
than half of the records in the batch being 
considered. It is zero for those cases where exactly 
half of the answers are correct and it is negative for 
the remaining cases. If all the predictions are correct, 
the value for P is 1, if all are wrong the value is -1. 
The weight update is then the result of equation 2 
where wi stands for the weight of model i. (By 
dividing P by 10*number of models we assure that 
the weight changes are not too abrupt (the initial 

weights are set at 
elsofnumber mod 

1  )): 

 
 

elsofnumber
Pww ii mod  *10

1
+=  

 
 

In configuration C new models were added to the 
ensemble after the evaluation of each batch of 
records. Two new models are created: one decision 
tree and one neural network. Both are trained on that 
batch of records using the same method described 
above for the initial training of the ensemble. The 

weights of the other models in the ensemble. Next, 
we present the algorithm (as in DWM, we used the 
term ”expert” instead of ”model”):  
 
 

 
 

 
ment computes the value of the The function Incre

increment as described in 1 and UpdateW eights 
updates the experts weights as indicated in 2. 
DeleteNeg removes from the ensemble all experts 
with negative weights. Moreover, Create-DecTree 
creates a decision tree and Create-NNetwork creates 
a neural network. Both functions use the records 
from the last evaluated batch. Finally, the function 
Normalize normalizes the experts’ weights (so that 
the sum of the weights is 1). The system outputs its 
prediction (answer) for the record under evaluation.  
To evaluate the results we used the average of the 
values of the area under the Receiver Operating 
Characteristic curve (AUC ROC) obtained after 30 
runs of each experiment. The ROC curves are often 
used in the medical area to evaluate computational 
models for decision support, diagnosis and prognosis 
[30, 31]. A model presenting an AUC of 1 has 
perfect discriminative power (perfect predictive correspondent weight is equal to the average of the 
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ability) while a value of 0.5 corresponds to random 
guessing. 
We divided the available data into two mutually 

mance of the 

s B and C investigating 

 Results for the ensemble evolution (% of 

 

exclusive datasets. Models were created using the 
first dataset. Those models were then evaluated 
using the second dataset. Several experiments were 
conducted with different parameter settings with 
regard to the frequency of weights updates and the 
possibility of creating of new models. 
We started by evaluating the perfor
static ensemble (no changes are made to the 
ensemble during the evaluation of the records). With 
no changes in the ensemble composition the AUC 
ROC was 78.80% ±0.93 %. 
Next we tested configuration
the effect of using different intervals for evaluation 
before the weights were changed. Different 
configurations include weight changes after every 
record was evaluated or after batches of 10, 20 , 50, 
100 or 200 records. In Table 1 we present the AUC 
under the ROC curve for each of the configurations 
considered, allowing us to see the ensembles with 
better discrimination capabilities (better able to 
distinguish between the patients with outcome 0 or 
1). 
 
Table  1 -

AUC ROC). 

 
 

hese results seem to indicate that it is best to 

e 

 
T
update the models weights immediately after the 
evaluation of each record. In order to further clarify 
this point we decided to evaluate the ROCs in a 
segmented manner. Considering batches of 200 
records and computing the AUC ROC for each of 
the batches we got the results that are show in Figure 
3. The graph shows an example of the evolution of 
the partial AUC ROC values for one of th
experiment runs. 
 

 
Figure 3 - Evolution of AUC ROC values over time 

 
 
Performance (apf) agent continually consults, in a 
proactive way, the the Data Warehouse for updates 
that allow statistics collection (e.g. discharge data that 
may or may not confirm a prediction made), as a base 
to calculate a set of assessment parameters 
maintained in the Performance Database. The 
evaluation metrics include classification accuracy, 
sensitivity and specificity values [18]. These statistics 
are updated every time new relevant information is 
collected. Whenever the collected statistics show that 
the performance has fallen below a predefined 
threshold (a configuration parameter) a new model is 
requested in order to allow the replacement of the 
poor performing one; 
 
Model Initialization (ami) agent populates the 
Knowledge Base with the models obtained from off-
line training. This agent is currently used only when 
first starting INTCare; 
 
Data Retrieval (adr) agent is an information agent, 
whose only objective is that of retrieving, from the 
Data Warehouse, the information requested by the 
interface agent and returning it; 
Prediction (apd) agent answers user questions by 
applying the adequate models contained in the 
Knowledge Base to the data stored in the Data 
Warehouse. Next, results are sent back to the calling 
agent and if the calling agent is the interface agent, 
the prediction made is recorded into the Data 
Warehouse; 
 
Scenario Evaluation (asc) agent makes it possible to 
the doctor to create and evaluate what-if scenarios. 
After receiving the data from the interface agent, the 
scenario evaluation agent requests a forecast from the 
prediction agent, the scenario is then stored in the 
Scenarios Database and the result is sent back to the 
interface agent; 
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Interface(aint) agent allows (web-based) interaction 
with the system by providing an easy way for doctors 
to request prognostics and evaluate scenarios. 
Whenever new data is needed, this agent messages 
the data retrieval agent; 
 
Connection Agent (aic) is in charge for the 
knowledge interchange among the various instances 
of the INTCare system running in the ICUs. 
 
 
4.2   Agents’ messaging 
The system has various agents responsible for the 
necessary tasks related to the data acquisition 
process. 

The a
vsa agent processes the monitored data.  

When the gateway receives the vital signs from the 
monitors, sends an HL7 message (M1) to the vital 
signs acquisition agent. 

Next, we can see an example of a HL7 message:  
 

MSH|^~\&|DHV |h2|h3|h4|||ORU^R01|h1|P|2.3.1  
PID|1||d1||d2 
PV1|1|U|v1 
OBR|1|||DHV|||r1| 
OBX|x2|NM|x3^x4^^^x5||x6|x7|||||R||||x1^ v1|| 
 
Table 2 presents the meaning of each variable 
involved in the exchange of messages between the 
agents’ agat and avsa.  

 

Table 2 - HL7 message variables 

h1 Version ID 
h2  Sending Facility  
h3 Receiving Application  
h4 Receiving Facility  
d1 Patient ID (Internal ID) 
d2 Patient Name 
v1 Assigned Patient Location 
r1 Observation Date/Time 
x1 Producer's ID 
x2 Value Type  
x3 Observation Identifier (cod) 
x4 Observation Identifier (cod2) 
x5 Observation Identifier (descp) 
x6 Observation Value 
x7 Units 

 
The aada agent exchanges messages with the acad 
agent. When the aada agent receives lab results, it 
sends a message (M2.1) notifying that new data is 
available. The acad agent reads the message and sends 

one (M2.2) with the requested variables (Table 3, 
column 4). Finally, the aada agent sends the message 
(M2.3) with the required data.  

When the nursing records are filled in, aada agent 
sends a message (M3.1) to the acde agent informing 
about the new data (Table 3, column 2). Acde agent 
sends a message to the aada agent with the requested 
data and aada agent sends back a message with the 
required data. 

 
Table 3 - Clinical Variables 

 
e1 Urine Output c1 Billirubin 
e2 Glasgow c2 Creatinine 
e3 Amines c3 Blood Platelets 
e4 SOFA   

 

Figure 4 – Sequence diagram of the 
messagessummarizes the agents’ messaging process 
described above. 

 

 
Figure 4 – Sequence diagram of the messages 
 

 
5   Deployment and Experimentation  
In this section we describe both the deployment 
process and some of the experiments we have 
conducted. 
INTCare is an application programmed in Java that 
utilizes the WEKA library [19]. Its deployment was 
controlled, having started with data collection from a 
single bed and is now and has evolved to the current 
situation where data is collected from all the beds in 
the ICU unit. Data collection depends on proprietary 
software from the suppliers of the bed-side monitors. 
Also, the system connects to the hospital network to 
access the relevant clinical records, thus reducing the 
need for data entry by the physicians. 
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After some initial work with offline data [20, 21] we 
tested the INTCare system using data collected via 
the bed-side monitors [22]. It was a somewhat 
limited experience as it was performed on a small 
dataset as at the time data acquisition was available 
for a single ICU bed. Nevertheless, both the results 
and the physicians’ comments were encouraging. 
Other experiments regarded how show the model 
updates be performed so that the system is able to 
function without the need for human intervention. 
Two different experiments [23, 24] showed that good 
performance can be achieved through the use of 
ensembles that are updated following a procedure 
based on the Dynamic Weighted Majority [25].  

 
 

6   Contributions and limitations 
In order to be successful CDSS must merge into the 
existing clinical environment and be as inconspicuous 
as possible to physicians and nursing staff. Manual 
data entry must be kept to an absolute minimum 
avoiding the need for duplicate data entry. Moreover, 
the knowledge base must be kept up to date. By 
connecting to the existing electronic records INTCare 
greatly reduces the need for manual data entry from 
the medical staff.  
Moreover, INTCare works in a non-intrusive way as 
it provides predictions on request and does not 
burden physicians with unwanted alarms and 
recommendations. 
Also, the automatic updates to the knowledge base 
lower the maintenance costs and allow the system to 
maintain a good predictive performance. 
With these characteristics INTCare is a system that 
blends into the existing environment and operates 
without placing any extra requirements on the 
medical staff.  
As a byproduct, the deployment of INTCare allows 
for data collection that may be used in future medical 
studies.  
 
The architecture allows for the growth of the number 
of predictive objectives through simple changes in the 
agents. 
A computer based system has other advantages such 
as not being subject to between-physician variability 
in prognostic skill or beliefs regarding the construct 
of “futility”. Furthermore model-based predictions 
may be more equitable because they do not 
incorporate value-based judgments regarding the 
‘‘worth’’ of one life over another [26].  
 
 
 

7 Conclusions and further work    
Clinical Decision Support Systems are potentially 
very useful having being used in conjunction with CP 
Order Entry. Current uses include alerts for drug 
interaction, etc. 
Reports on the effective use of such systems stress 
the need for integration into the existing environment 
and the difficulties found when there is a need for 
knowledge base updates. 
The INTCare architecture allows for the development 
of CDSS that blend into the existing systems as data 
acquisition is done by automatically connecting to 
existing systems and knowledge base updates are 
automatically performed in response to self 
evaluation. The resulting system can be deployed as 
part of the informatics infrastructure with prediction 
results being shown to doctors when they require 
them. Regardless if this, the initial stages of 
deployment required great effort so that automatic 
data collection could work as intended. Indeed, 
nurses were asked to adhere more strictly to 
guidelines regarding the use of bed-side monitors and 
authorizations had to be obtained so that access to 
data over the hospital’s networks could be possible. 
The major contributions of this approach are: 
 

- this architecture is being tested in a real 
environment that demands INTCare to be 
customized in order to answer physician needs; 

- it allows for a seamless integration into the 
work processes in the ICU thus increasing the 
chances that it will be used in daily work; 

- the use of ensembles of diverse predictive 
models allows for a better predictive 
performance; 

- mechanisms for automatic update of the 
models in the knowledge base are included; 

-  the overall KDD process is implemented in an 
automatic manner. 

 
At the present time there are still some INTCare 
agents to be fully implemented, as is the case with the 
scenario evaluation agent. Future work includes the 
implementation of these agents and the evaluation of 
other ensemble methods.  
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