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Abstract—A wireless Ad-hoc network is a group of wireless devices that communicate with each other without utilising any central management infrastructure. The operation of Ad-hoc networks depends on the cooperation among nodes to provide connectivity and communication routes. However, such an ideal situation may not always be achievable in practice. Some nodes may behave maliciously, resulting in degradation of the performance of the network or even disruption of its operation altogether. To mitigate the effect of such nodes and to achieve higher levels of security and reliability, this paper expands on relevant fuzzy logic concepts to propose an approach to establish quantifiable trust levels between the nodes of Ad-hoc networks. These trust levels are then used in the routing decision making process. Using OPNET and MATLAB simulators, the proposed approach is validated and further studied. The findings show that when the proposed approach is utilised, the overall performance of the Ad-hoc network is significantly improved.
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1 Introduction

Wireless networking has experienced fast development in the last few years. A large number of handhelds, portables, and mobile phones have become implanted with wireless communication capabilities [20]. As a result of this, very small computer devices with wireless communication capabilities will soon be embedded in almost every product. The mobility and the freedom offered by these wireless devices allow users to remain connected to their enterprise networks, while on the move [12].

Modern Wireless Local Area Networks (WLANs) with relatively high data rates have become an attractive technology for providing Internet connectivity for mobile users. Professional deployment of WLANs requires the capability to broaden the coverage without the need to deploy a costly infrastructure. Ad-hoc based wireless networks are an attractive solution for this problem. A wireless Ad-hoc network can be considered as a group of wireless devices with radio frequency connectivity that assist each other in transmission of data packets within the network. Data traffic flows over one or more paths between succeeding nodes to reach its destination, making wireless Ad-hoc networks similar to the structure of the Internet [6].

In a wireless Ad-hoc environment, a network can be seen as a collection of end systems that are free to move randomly while maintaining a reliable connection. This kind of network requires no centralised administration or fixed network infrastructure, and can be easily and inexpensively deployed as needed. Ad-hoc wireless networks have recently received a lot of attention. This is mainly due to their potential to support a variety of applications without the need for a fixed infrastructure [5]. Some of the applications where such networks can be usefully deployed are military applications, emergency, search and rescue applications, university campuses, conferences, and hospitals. A key advantage of Ad-hoc networks over conventional WLAN configurations is that Ad-hoc networks have no single point of failure [9].

Most modern networks are based on pre-established relationships between clients and service providers. In most cases, the movement of users from their established environment may cause various difficulties and problems. To overcome some of these difficulties, wireless Ad-hoc networks provide a number of solutions. The first of these relates to ease and simplicity. A node, which is capable of reaching one or more available neighbouring nodes, can be added easily to the network. Secondly, wireless Ad-hoc networks allow the users to
overcome geographical and location limitations. This is due to the fact that all nodes in the network can provide connectivity as opposed to a single access point. Scalability is also an advantage as Ad-hoc networks are robust and can be easily scaled up. Finally, wireless Ad-hoc networks offer a significant cost saving, as the existing environment does not have to be modified drastically to accommodate the addition of nodes to the existing and evolving network [2].

In our previous works, the effects of the presence of malicious nodes in an Ad-hoc network have been reported [8]. This included the introduction of the BAODV approach which utilises the behaviour history of the network nodes [7]. In this paper a new approach that is based on fuzzy logic concepts to optimise the evaluation of trust between nodes is introduced. Fuzzy logic provides a simple way to arrive at a definite conclusion based upon vague, ambiguous, or imprecise input information. Different factors and parameters should be identified and combined in order to determine if a node is acting maliciously. Incorporating trust in Ad-hoc routing protocols and thereby mimicking human behaviour can facilitate the detection of nodes that misuse the trust placed in them.

To achieve this, the remainder of this paper is organized as follows. The motivations for using fuzzy logic concepts to evaluate trust levels between nodes in an Ad-hoc network are presented in Section 2. In Section 3, a detailed description of the fuzzy trust evaluation application used to evaluate trust levels between nodes is illustrated. An overview of the fuzzy trust algorithm is given in Section 4. The integration of MATLAB and OPNET is described in Section 5. An outline of the simulation setup together with various scenarios used in this study are presented in Section 6. Collected results and their analysis are discussed in Section 7 which is followed by concluding remarks in Section 8.

2 Motivations
In the last few years, different routing protocols for Ad-hoc networks have been proposed. But most of them tend to ignore the fact that all the nodes in the network will not necessarily fully cooperate in routing the packets from source to destination [21]. In general, many Ad-hoc devices operate on battery power. Consequently, power consumption for each transmission has a certain cost and significance. So, in reality, the assumption that all nodes perform the task of forwarding data, from which they do not directly benefit, while consuming their own battery power, is not always achievable [22]. There is little reason to assume that some nodes will not try to achieve the benefits of participating in the network and avoid the disadvantages it involves. This could mean that some nodes may refuse to forward packets as expected and thereby decrease the efficiency of the network. Due to the dynamic nature of Ad-hoc networks, identifying nodes that express such malicious behaviour is a difficult task. The node originating the transmission might be out of range for detecting the malicious act.

The open structure, lack of existing infrastructure and inaccessibility to trusted servers make traditional security methods and systems insufficient for Ad-hoc networks. This problem, faced with the presence of malicious nodes in Ad-hoc networks, requires the existence of a trust level based algorithm to alleviate the effect of such nodes [4]. In general, in Ad-hoc networks central trustworthy authorities do not exist and no trust relationships are present between the comprising nodes. To address this problem an approach arising utilising fuzzy logic concepts to establish trust relationships between nodes is proposed. To facilitate the quantification of trust levels for a node, information about the behaviour history of this node is collected. Incorporating the concept of trust in Ad-hoc routing protocols and thereby mimicking human behaviour, can further improve the performance and the reliability of Ad-hoc networks. It is expected that the establishment and quantification of trust levels can be used to detect nodes that misuse the trust placed in them. The detection of misbehaving nodes can be used to apply trust based route selection strategies to Ad-hoc routing protocols and thereby increase the effectiveness of the network. Four types of misbehaving nodes are considered in this paper. These include nodes that:

- Drop packets randomly.
- Forward packets to the wrong destination.
• Fabricate and transmit falsified routing messages.
• Launch replay attacks.

The trust level that can be assigned to a node is obviously not a crisp value, due to the multiple factors that can affect the trustworthiness of the nodes. Therefore, combining information related to these attacks by monitoring the neighbouring nodes can facilitate the quantification of trust levels. Thus, a model utilising fuzzy logic concepts is developed. To assign trust levels to nodes of Ad-hoc networks, a fuzzy trust evaluation application is developed using MATLAB. This application receives information about the behaviour history of Ad-hoc network nodes. The trust levels are then used by the routing protocol in an attempt to choose the most reliable route between the source and the destination nodes. This approach is implemented and tested to show its benefits and drawbacks.

3 Overview of the Fuzzy Trust Evaluation Model

In human relationships, trust is often expressed linguistically rather than numerically [15]. Trust plays an important role in the cooperation and interaction between real world entities. It is well established that fuzzy logic is suitable to quantify trust among entities that comprise a network or a group. One of the advantages of using fuzzy logic to quantify trust between nodes in Ad-hoc networks is its ability to quantify imprecise data or uncertainty in measuring the security index of Ad-hoc nodes.

In reality, people tend to interact easily only with those whom they believe to have good behaviour and are trustworthy. Trust can be interpreted as the expectation that a person will act in a reliable and predictable way. If a person has a reputation for not getting jobs done, then people will not trust this person in the future. As a result, people will not assign critical jobs to this person since there is a good chance that the job will not get done [1]. Similarly in Ad-hoc networks, the trust level is affected by the past behaviour of the nodes. A node that in the past demonstrated dependability and responsiveness will gain increasing trust. On the other hand, the unwillingness of a node to cooperate with other nodes will affect its trust level.

As with most other areas of applying fuzzy logic to develop trust models, the process of designing the fuzzy trust evaluation model involves five steps [3]:

• Formulating the problem and selecting the linguistic variables. These variables are the vocabulary of the system in which the rules work;
• Designing the structure of the system which represents the information flow within this system, i.e., what input variables are combined with which other variables via rule blocks;
• Designing fuzzy membership functions for each variable, this is often described in linguistic terms;
• Formulating the strategy through the fuzzy logic rules. As a result, an output value is obtained in linguistic terms; and
• Performing defuzzification to derive an actual crisp value.

3.1 Membership Functions

As in most of the fuzzy logic models, the role of the membership functions in the proposed fuzzy trust evaluation model is to map a crisp input to the corresponding membership degree in linguistic terms.

The reason Gaussian membership functions are utilised in the proposed trust evaluation model instead of simpler triangular functions and sigmoid functions is that adaptability can be easily introduced by simply changing the mean and the variance of the membership functions. Another reason is that a single sigmoid function does not represent a closed class interval. Also, the triangular function will not ensure that all inputs are fuzzified in some class [19].
3.2 Defining the Variables

One of the necessary decision when defining input and output variables is to choose the number of linguistic terms that describe the state of each variable. Most fuzzy logic based models use between three and seven terms for each linguistic variable. One rarely uses fewer than three terms, since most concepts in human language consider at least two extremes and the middle ground. On the other hand, one rarely uses more than seven terms because humans interpret technical figures using their short-term memory. In general, human short-term memory can only compute up to seven symbols at a time [3]. As described in Section 2, the four dominant attacks in Ad-hoc networks are: packet dropping, forwarding messages along wrong paths, fabricating messages and replay attack. In the proposed fuzzy trust evaluation model, the trust level of a node is determined by the percentage of packet dropped, the percentage of packets forwarded to the wrong destination, the number of replay attacks generated by this node, and the number of false routing messages produced by this node. These percentages are treated as fuzzy input variables, characterised by the membership functions shown in Figure 1. The output variable is shown in Figure 2. These variables are:

- **Packet_Dropped**: This input variable represents the percentage of packets dropped.
by a node. It has four fuzzy sets defined by the linguistic terms reliable, nominal_reliable, poor_reliable and unreliable. The corresponding membership function \( P \) representing these terms is illustrated in Figure 1 (a).

- **Wrong_Forwarding**: This input variable denotes the percentage of packets forwarded to the wrong destination. Four fuzzy sets represented by the linguistic terms: reliable, nominal_reliable, poor_reliable and unreliable are identified for this variable. The membership function \( WF \) that represents these terms is shown in Figure 1 (b).

- **Fabrication**: This input variable corresponds to the number of faulty routing messages fabricated by a node. The linguistic terms reliable, nominal_reliable, poor_reliable and unreliable represent the four fuzzy sets of this input variable. Figure 1 (c) shows the membership function \( F \), which represents the fabrication input variable.

- **Replay_Attack**: This input variable stands for the number of replay attacks launched by a node. A set of four linguistic terms: reliable, nominal_reliable, poor_reliable and unreliable is defined over this variable. These terms are illustrated using the membership function \( RA \) as shown in Figure 1 (d).

- **Trust_level**: The output variable that represents the trust level of a node is defined as trust_level. This variable has seven fuzzy sets represented by the linguistic terms: not_trusted, low_trust, acceptable_trust, average_trust, trustable, highly_trusted, and fully_trusted. These fuzzy sets are defined by the membership function \( T \) and are shown in Figure 2.

### 3.3 Creation of Rules

The proposed fuzzy trust evaluation model is a Mamdani type with four input and one output variables. The Mamdani type fuzzy inference is used for its simplicity. This type expects the output membership functions to be fuzzy sets. The elements of a fuzzy set are mapped by membership functions to a value, which defines the degree to which a fuzzy variable is a member of a set. The membership functions \( \mu(P) \), \( \mu(WF) \), \( \mu(F) \), \( \mu(RA) \), \( \mu(T) \), map the input variables, packet_dropped, wrong_forwarding, fabrication and replay_attack, and the output variable, trust_level, into the interval \((0,1)\) respectively.

After the fuzzification step produces a set of fuzzy inputs, these inputs can then be processed using rule evaluation. Fuzzy rules in the fuzzy trust evaluation model are ‘if-then’ statements that describe the action to be taken in response to various fuzzy inputs. The following is one of the fuzzy rules in the proposed model:

\[
\text{if } P \text{ is nominal_reliable and } WF \text{ is reliable and } F \text{ is reliable and } RA \text{ is reliable then } T \text{ is highly_trusted}
\]

The fuzzy operator AND is used to obtain a single number that represents the result of the antecedent evaluation. This number is then applied to the trust_level membership function.

### 3.4 Defuzzification Method

When each rule is evaluated, the minimum numeric value of its antecedents is assumed to be the rule strength. However, when determining the trust level output fuzzy label, the maximum numeric value is taken to be the label’s value. The input of the aggregation process is the list of truncated output functions returned by the implication process of each rule. The output of the aggregation process is one
fuzzy set for each output variable. The numeric values corresponding to the output fuzzy labels are calculated as the maximum truths of various rule strengths fed in from the rule evaluation step.

The result of the fuzzy logic inference is the value of a linguistic variable. In the proposed model a possible inference result could be “trustable”. The conversion of such a linguistic result to a real value which represents the trust level of a node is called defuzzification. Therefore, the input for the defuzzification process is a fuzzy set and the output is a single number. The aggregate of a fuzzy set encompasses a range of output values, and so must be defuzzified in order to resolve a single trust level for the node. The defuzzification method used in this thesis is the Centre-of-Maximum (CoM) method, which is essentially a centroid calculation.

4 Overview of the Fuzzy Trust Algorithm

In our work, the main focus surrounds on-demand routing protocols, where the route is discovered only when a node wants to send data to another node. The routing protocol used in this study is the AODV protocol. When a node wants to send data to another node, it broadcasts a Route Request (RREQ) packet to all its neighbours. The RREQ propagates through the network until it reaches the destination or a node with a fresh enough route to the destination. Forwarding of RREQs is done when the node receiving a RREQ does not have a route to the destination. It then rebroadcasts the RREQ. This process is repeated until the RREQ reaches the destination which sends a Route Reply (RREP) back to the sender. When a node detects that a route to a neighbour is no longer valid, which may be caused by a link break, it removes the routing entry and sends a Route Error (RERR) message to the neighbours that are actively using the route, informing them that this route is no longer valid. This procedure is repeated until the message reaches the source where it either stops sending data or requests a new route by generating a new RREQ. A detailed description of this protocol can be found in [18].

In the proposed Fuzzy Trust Algorithm (FTA), each route has a trust level. The route trust level is determined on the basis of the node which has the lowest trust level in that route. The main goal of FTA is to choose the most reliable route between the source and the destination. This is achieved by choosing the route with the highest trust level between the source and the destination nodes. In other words, the route with the highest trust level is comparably the most secure route.

When a source node S desires to transmit a data packet to a destination node D, S must acquire the next hop node along the path to D. If this information is not readily available then route discovery is performed on demand. In a typical Ad-hoc situation, there are R1, . . . , Rn, totally n possible routes from the source S to the destination D. In each route there exist an x number of relay nodes n1, . . . , nj , . . . , nx to help in forwarding the packets from S to D.

After applying the fuzzy trust evaluation model each node will have a trust level. Each node is assumed to be able to evaluate the trust level of each of its neighbouring nodes based on the information regarding the behaviour history of these nodes. These trust levels are then used to determine the most appropriate route between S and D. Suppose the current trust level of the jth node in the ith route which is evaluated using the fuzzy trust evaluation model is Tij, then the trust level of the ith route is defined as the minimum trust level of all the nodes that are included in the ith route:

\[(\text{trust level})_i = \min T_{ij}, j \in \{1, \ldots, x\} \]

FTA utilises the trust levels to choose the most reliable route between the source node S and the destination node D. According to the AODV routing protocol, the source node S can receive more than one reply in a period of time after sending a RREQ. Those routes from S to D will all include a trust level value. The route with the maximum value of the trust level is then selected. As a result, the desired route “k” can be obtained as the route with the maximum trust level:

\[(\text{trust level})_k = \max \{ (\text{trust level})_i, i \in \{R1,R2, \ldots, Rn\} \} \]
4.1 The Route Discovery using Fuzzy Trust Levels
The FTA is based on a source-initiated on-demand routing protocol, so nodes that are not on a selected path do not maintain routing information or participate in routing table exchanges. This type of routing creates routes only when requested by the source node. When a node requires a route to a destination, it initiates a route discovery process within the network. This process is completed once a route is found or all possible routes trust levels have been examined. Once a route has been established, it is maintained by a route maintenance procedure until either the destination becomes inaccessible along every path from the source or until the route is no longer desired [13]. The FTA uses the following fields with each routing table entry:

- Destination IP Address.
- Destination sequence number: the sequence number is used to ensure that the routes are loop free and that if the intermediate nodes reply to RREQ, they reply with the latest information only.
- Valid destination sequence number flag: this flag is used to indicate whether the sequence number is known or not. This is important when updating route table entries and creating RREQ. For example, if the sequence number for a particular destination is not known and a RREQ is needed, the node must set the unknown sequence number bit in the RREQ. Otherwise the value of the sequence number field could affect the sequence number at other nodes that receive the RREQ, because of the way sequence numbers are compared.
- Trust level: this value corresponds to the minimum trust level of all nodes in the route.
- Hop count: this is the number of hops needed to reach the destination.
- Next hop.
- Lifetime (expiration or deletion time of the route).

When S wants to send a message to D, and does not already have a valid route to that destination, it initiates a path discovery process to locate other nodes. The source node S propagates a RREQ to its neighbours. The RREQ packet includes:

- The IP address of D.
- The sequence number of D.
- Trust level (the minimum trust level of all nodes in the current found route).
- Hop count.
- Lifetime.

The destination sequence number field in the RREQ message is the last known destination sequence number for this destination and is copied from the destination sequence number field in the routing table. If no sequence number is known, the unknown sequence number flag must be set. The trust level field is equal to the source node's trust level. The hop count field is set to zero. When a neighbour node receives the RREQ packet, it will be forwarded if it matches some conditions.

When an intermediate node receives the RREQ from its neighbour, it first increases the hop count value in the RREQ by one. This is to account for the new hop through the intermediate node if the packet is not going to be discarded. The originator sequence number contained in the RREQ must be compared to the corresponding destination sequence number in the routing table. If the originator sequence number of the RREQ is greater than the existing value, the intermediate node compares the trust level contained in the RREQ to its current trust level to get the minimum. The intermediate node then updates the trust level of RREQ with the minimum. At this stage, the updated trust level of the RREQ is the trust level of the route. If the originator sequence number contained in the RREQ is greater than the existing value in its routing table, the relay node creates a new entry with the sequence number of the RREQ. If the originator sequence number contained in the
RREQ is equal to the existing value in its routing table, the trust level of the RREQ must be compared to the corresponding trust level in the routing table. In the case that the trust level contained in the RREQ is greater than the trust level in the routing table, the relay node updates the entry with the information contained in the RREQ.

During the process of forwarding the RREQ, intermediate nodes record the addresses of neighbours from which the first copy of the broadcast packet was received in their routing tables. This in turn establishes a reserve path. If additional copies of the same RREQ are received later, these packets will be discarded.

Once the RREQ reaches the destination D or an intermediate node with a valid route to D, the destination or intermediate node generates a Route Reply (RREP) packet and unicasts it back to the neighbour from which it received the RREQ. In the case where the generating node is the destination itself, it must update its own sequence number to the maximum of its current sequence number and the destination sequence number in the RREQ packet originating the RREP. The destination node places its sequence number into the destination sequence number field of the RREP and enters the value zero in the hop count field of the RREP. When generating a RREP message, a node copies the destination IP address, the originator sequence number and the trust level from the RREQ message into the RREP message.

When an intermediate node receives the RREP from its neighbour, it first increases the hop count value in the RREP by one. As the RREP is forwarded back along the reverse path, the hop count field is increased by one at each hop. Thus, when the RREP reaches the source, the hop count represents the distance, in hops, of the destination node D from the source node S. The originator sequence number contained in the RREP must be compared to the corresponding destination sequence number in the routing table entry. If the originator sequence number of the RREP is greater than the existing value, the node compares the trust level contained in RREP to its current trust level to get the minimum, and then updates the trust level of RREP with that minimum. This minimum value represents the trust level of the route. The intermediate node creates a new entry with the destination sequence number of RREP and marks the destination sequence number as valid in two situations:

- If the sequence number in the routing table entry is marked as invalid.
- If the destination sequence number in the RREP is greater than the node’s copy of the destination sequence number.

The trust level field in the routing table entry is set to the trust level contained in the RREP. If the originator sequence number contained in the RREP is equal to the existing destination sequence number in the node’s routing table, the entry of this sequence number is updated with the information contained in the RREP. In this case, the trust level in the intermediate node’s routing table is set to the trust level in the RREP.

The next hop in the route entry is assigned to be the node from which the RREP is received, which is indicated by the source IP address field in the IP header. The current node can use this route to forward data packets to the destination.

### 4.2 Route Maintenance

Similar to the AODV routing protocol, a node uses a ‘hello’ message which is a periodic local broadcast by a node to inform each mobile node in its neighbourhood to maintain the local connectivity. A node should only use the ‘hello’ messages if it is part of an active route. The way it works is as follows. If a node has previously received a ‘hello’ message from one of its neighbours, and later for some reason has not received any packets (either ‘hello’ or data packets) from this node for a certain time, the node should assume that the link to this neighbour is now lost. When this happens, the node will send a Route ERRor (RERR) message to all predecessors indicating which link has failed. Then the source initiates another route search process to find a new path to the destination or start the local repair. The flowchart of the proposed FTA approach is shown in Figure 3.
5 Integration of MATLAB and OPNET

The integration of MATLAB’s fuzzy logic toolbox with OPNET can facilitate the evaluation of trust levels of the nodes of Ad-hoc networks. In this thesis, MATLAB and OPNET are interfaced so as to use the fuzzy trust evaluation model, which was developed in MATLAB, in the simulation conducted in OPNET. Output results from this model are passed to OPNET during the simulation of the Ad-
Ad-hoc network. This output is then used in the routing decision making process.

For interfacing OPNET and MATLAB, the MX interface is used as seen in Figure 4. This interface is provided by MATLAB, which allows programs in OPNET to call functions developed in MATLAB. This is achievable by following the steps which are described below.

- MATLAB engine is started from OPNET. As a result of this it will be possible to work with the MATLAB command window using OPNET. To achieve this, the following files are included in the bind_shobj_libs environment attribute in OPNET: libmat.lib, libeng.lib, libmex.lib, libmx.lib

- The directory where the above files are present is included in bind_shobj_flags. After including the necessary files into the include path, the MATLAB engine can be started by OPNET at the beginning of the simulation using the function engOpen(). This provides the OPNET simulator with a pointer to a memory location that can be used to pass commands to the MATLAB engine. The engine pointer can be shared among different processes by declaring the engine pointer in a header file common to all process models.

- The workspace in MATLAB is set up by passing the inputs from OPNET. Variables can be exchanged between OPNET and MATLAB using functions like engPutArray() and engGetArray(), engOutputBuffer(), and engEvalString().

- After passing the variables to MATLAB, OPNET can execute any desired function in MATLAB by simply calling it.

- After executing functions in MATLAB, outputs are transferred to OPNET using engGetArray().

6 Simulation Study Setup

The simulation is carried out using OPNET Modeler V11.5. OPNET Modeler is used to construct models for two different purposes: to study system behaviour and performance; and to deliver a modeling environment to end users [17]. A network model may contain any number of communicating entities called nodes. Nodes are instances of node models; developed using the Node Editor. Network models consist of nodes and links that can be deployed within a geographical context. Node models consist of modules and connections [11].

Each simulation scenario consists of fifty nodes. The channel speed of the wireless LAN is set to 11 Mbps. The routing protocol used in the simulation is the AODV protocol. Figure 5 shows a snapshot of the simulation setup.

To study the effects of the presence of malicious nodes in Ad-hoc networks, three performance metrics will be measured for a number of scenarios and situations. These are the throughput, the round-trip delay, and the packet loss rate. The total measured throughput is considered as the average amount of data payload transmitted and received over a period of time between two nodes. It is measured in Mbps. The packet loss percentage at nodeX for transmission between nodeX and nodeY describes the percentage of packets transmitted from nodeX over the network that did not reach nodeY. The round-trip delay refers to the average time taken by a packet to complete one full trip from source to destination and back and is measured in msec.
In order to facilitate the comparisons between the different approaches, all performance parameters are combined into one indicative index. The Overall Performance Index (OPI) is calculated as the weighted sum of the three performance metrics that have been considered so far. The sum of the weights $w_t + w_{pl} + w_d$ is equal to $100\%$. The OPI is defined using the following formula:

$$OPI = w_t \times \text{Throughput\_Ratio} + w_{pl} \times \text{Packet\_Loss\_Ratio} + w_d \times \text{Round\_Trip\_Delay\_Ratio}$$

where $w_t$, $w_{pl}$, and $w_d$ are the weights corresponding to the throughput, the packet loss rate and the round trip delay metrics respectively. Throughput\_Ratio, Packet\_Loss\_Ratio, and Round\_Trip\_Delay\_Ratio are the ratio of the measured values to the nominal values. Distributing the weights between the three performance metrics can differ from one application to another. For example, packet loss has a higher impact on audio and video based applications than the throughput and the round trip delay. However, it is well known that the packet loss usually has more effect on the performance of Ad-hoc networks. Packet loss results in packet retransmissions which reduces throughput and increases round trip delay between nodes. Therefore, the weight for the packet loss parameter has been chosen to be twice that of the throughput and the round trip delay. As a result of that the weights are distributed as follows: $w_t = 25$, $w_d = 25$, $w_{pl} = 50$.

The simulation studies consist of a number of scenarios replicating practical situations. Each scenario runs in five different situations. In the first situation, none of the fifty nodes of the Ad-hoc network acts maliciously. In the second situation, five nodes chosen randomly out of the fifty nodes are acting maliciously. In the third situation, ten malicious nodes are present. In the fourth situation, fifteen nodes act as malicious nodes. In the fifth situation, twenty out of the fifty nodes are malicious nodes.

To facilitate convenient assignment of any node as a malicious one, a Boolean parameter has been implemented to define a node as a malicious node. It can be set or reset. Using this implementation capability, it is straightforward to set up a different number of malicious nodes. The malicious nodes are implemented in four different ways. Some malicious nodes drop packets based on the simulation time (for example dropping all packets when the simulation time is between 50 and 100 sec). Other malicious nodes forward some of the packets to the wrong destinations. Some other malicious nodes fabricate and broadcast false routing messages. Other malicious nodes launch replay attacks.

Also, to study the effect of nodes mobility on the performance of Ad-hoc networks, all nodes move randomly 60 sec after the start of each simulation with a speed of 10 m/s. The rationale behind waiting for 60 seconds before the nodes start to move is to give them a reasonable time to establish their routing tables. Nodes move for 20 sec, pause at their destination for 60 sec and move back to their original locations.

Four scenarios are applied in the evaluation of the FTA approach. In these scenarios node1 sends traffic to node50 using other nodes as relay nodes. Simulations here can be summarised as follows:

- In the first scenario, node1 sends TCP traffic to node50 through other nodes as relay nodes. All nodes in this scenario are stationary nodes.
In the second scenario node50 receives TCP traffic generated and sent from node50 through other nodes that are acting as relay nodes. All nodes are moving according to the trajectory described in the previous section.

To check the effect of the transport layer protocol used between the communicating benign nodes on the performance of the Ad-hoc network, the same scenarios are repeated when the communicating benign nodes send UDP data traffic. Therefore:

- In the third scenario node50 receives UDP traffic sent from node1, using some nodes which are acting as routers forwarding packets to the destination node. In this scenario all nodes are motionless.

- In the fourth scenario node1 sends traffic to node50. All nodes are moving according to the trajectory defined in the previous section.

### 7 Collected Results and Analysis

A detailed analysis of an Ad-hoc network simulation results after applying the FTA approach are presented in this section. The variations of the throughput, round trip delay and packet loss are analysed individually. In most cases, the performance results of the evaluations metrics are plotted as graphs for easy comparison and quick reference. All simulations run for five minutes and the results are the average of repeating each simulation ten times.

#### 7.1 Throughput Measurements

The results of the throughput measurements after applying the new FTA approach are reported here. In Figure 6 to Figure 10, the number of malicious nodes is plotted against the throughput for the first, second, third, and fourth scenarios respectively. These graphs show both situations before and after applying the proposed FTA approach. These simulations are carried out with the number of malicious nodes varying from nil to 40% of the total number of nodes.

These graphs show that the proposed FTA approach can achieve up to 30% improvement in the throughput over the AODV protocol. This can be described by noting that the number of malicious nodes existing in the route between the...
communicating benign nodes is less in the FTA approach compared to AODV. This can be due to the fact that with more malicious nodes existing in the route, data from source to destination are more vulnerable to attacks, causing the deterioration of network performance.

From these graphs, it is also evident that the improvements in the throughput values that can be achieved after applying the FTA approach are more pronounced when the network contains a larger number of malicious nodes. This can be explained by the fact that, as the number of malicious nodes increases, the number of reliable routes decreases. With five or more malicious nodes, however, reliable routes become rare, making it extremely likely to encounter a malicious node on the path. For instance, when a route consists of six nodes and 40% of the nodes are acting maliciously, then the probability that any route does not contain more than one malicious node is: \((0.6)^6 = 0.1296\) which means that only one out of eight routes is reliable.

It is also noticeable from these graphs that the throughput is lower when the nodes are mobile. The main reason behind this is the reinitiating of the routing process caused by the link break between nodes. In general, when nodes are mobile, the number of link changes increases causing link breakages and communications disruption [16].

### 7.2 Round Trip Delay Measurements

This section analyses the round trip delay measurement between communicating benign nodes...
after applying the FTA approach. In this thesis, the round trip delay measurement is considered as the average time taken to complete one full trip from source to destination and back. The graphs in Figure 9 to Figure 11 show the round trip delay variations for the first, second, third, and fourth scenarios respectively. These graphs also show the situations before and after applying the FTA approach. This simulation is done with the number of malicious nodes changing from 0 to 20 nodes. It is clear from these graphs that when applying the FTA approach the average time for a given packet to complete a full round trip between node1 and node50 is relatively lower. This applies to all scenarios. For instance, in Figure 13, when 40% of the nodes are acting maliciously, the round trip delay decreased to 59 msec after applying the FTA approach. This is compared to 89 msec when nodes use AODV protocol. As mentioned in the previous section, the main reason for this behaviour is that the new route between source and destination has either no, or less malicious, nodes. When using the AODV protocol, as the number of malicious nodes increases, the total expected area covered by their radios increases and the likelihood of even a single reliable route existing decreases. On the other hand, by using the trust levels of the Ad-hoc network nodes, the FTA approach is able to find more reliable routes.

From these graphs it can also be noted that, as the number of malicious nodes gets higher, the improvements in the round trip delay after applying the FTA approach are more achievable. This is mainly due to the fact that the higher the percentage of malicious nodes, the higher the probability that these nodes will participate in the route between the benign nodes. This can lead to more route request messages being dropped, causing a delay at the sending node.
It can also be noted that the round trip delay is lower when the nodes are stationary. This can be explained by noting that when moving, nodes will lose connections with their neighbours, causing delay at the sending node in order to reinitiate the routing process. Also as the nodes move, the channels change so rapidly that it is hard to perform channel estimation. Moving nodes make the distinction between near and far nodes blurred, causing transmissions to interfere with each other [10].

7.3 Packet Loss Rate Measurement
The analysis presented in this section discusses the results of the packet loss rate after applying the FTA approach. The results in TABLE I show the packet loss rate values for the first, second, third, and fourth scenarios when 40% of the nodes are acting maliciously. As in the previous measurements, the results cover situations both before and after applying the proposed fuzzy trust based approach. It is noticeable here that there is a relatively higher packet loss rate experienced with the AODV protocol for all scenarios. For instance, the packet loss rate has decreased to 38% after applying the FTA approach, compared to 52% when nodes use AODV. The argument and explanation provided in the previous sections hold here. The decrease in the packet loss when using the FTA approach can be credited to the fact that the new route between the source and the destination has no, or less, malicious nodes. As a malicious node starts to launch attacks, its trust level becomes lower. Therefore, it is less likely to participate in the route between the communicating nodes and disrupt the operation of the network.

It can also be noted that the packet loss rate is lower when the nodes are motionless. This can be attributed to the fact that packets are dropped when connections are lost between moving nodes. As the mobility of nodes increases, the topology changes in the network become more frequent. This causes a decrease in the accuracy of the routing information maintained by the routing protocol [14]. Therefore, the packet loss rate shows a slow increase as the mobility of the nodes increases. In summary, it can be concluded that the decrease in performance is mainly due to communication failures which arise more frequently when nodes are moving.

These results also clearly show that as the number of malicious nodes in the network increases, the improvements in the packet loss rate that can be achieved after applying the FTA approach are more significant. This is mainly due to the fact that the higher the percentage of malicious nodes, the higher the probability that these nodes will drop the routing data messages, leading to a higher loss rate. With a high number of malicious nodes and without using the fuzzy trust evaluation approach, the percentage of successfully established routes decreases.

7.4 Overall Performance Index Comparison
The main goal of using the OPI is to facilitate the comparison between AODV and the proposed FTA approach.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Using AODV</th>
<th>Using FTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Scenario</td>
<td>51%</td>
<td>39%</td>
</tr>
<tr>
<td>Second Scenario</td>
<td>57%</td>
<td>45%</td>
</tr>
<tr>
<td>Third Scenario</td>
<td>44%</td>
<td>31%</td>
</tr>
<tr>
<td>Fourth Scenario</td>
<td>52%</td>
<td>38%</td>
</tr>
</tbody>
</table>

Figure 13 Round trip delay comparison for the second scenario between AODV and the proposed FTA approach
approach. As stated in Section 4, the Overall Performance Index is defined as a weighted sum of the throughput, round trip delay and packet loss parameters. TABLE II shows a comparison of the performance index before and after applying the FTA approach.

These values clearly show the improvement in the Overall Performance Index that is achieved after applying the FTA approach. For instance, for the eleventh scenario and when 20 malicious nodes are present in the network, the OPI indicates a nearly 19% improvement.

8 Conclusions and Future Work
This paper has highlighted the importance of using trust levels to improve the reliability and performance of Ad-hoc networks. Evaluating trust levels between nodes of Ad-hoc networks poses a big challenge due to the lack of infrastructure in Ad-hoc networks. To overcome this limitation, a new approach based on fuzzy logic concepts is proposed to facilitate the evaluation of trust levels between nodes of Ad-hoc networks. Simulation and experimental results collected after applying the FTA approach show significant improvements in the performance and the reliability of Ad-hoc networks in the presence of malicious nodes. For instance, the OPI for the fourth scenario improved by 18.91% after applying the fuzzy trust based approach.

However, a number of further investigations could be conducted to extend this approach. As stated in Section 2, human beings make many trust-based decisions on a subconscious level. Incorporating concepts similar to the way humans think into the FTA approach has the potential to further facilitate the evaluation of trust levels. Artificial Neural Networks for instance are used to perform tasks similar to those performed by human brains. The learning capability of Artificial Neural Networks made them a prime target for combination with fuzzy based systems in order to automate or support the developing process of such systems. Therefore, a future research direction would be to take advantage of the learning capability of Artificial Neural Networks by combining ideas and concepts evolving from such networks with the fuzzy trust based approach.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Using AODV</th>
<th>Using FTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Scenario</td>
<td>45.54</td>
<td>59.66</td>
</tr>
<tr>
<td>Second Scenario</td>
<td>52.5</td>
<td>67.59</td>
</tr>
<tr>
<td>Third Scenario</td>
<td>46.62</td>
<td>64.32</td>
</tr>
<tr>
<td>Fourth Scenario</td>
<td>54.08</td>
<td>72.99</td>
</tr>
</tbody>
</table>
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