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Abstract: - In the industrial sector there are many processes where the visual inspection is essential, the 
automation of that processes becomes a necessity to guarantee the quality of several objects. In this paper we 
propose a methodology for textile quality inspection based on the texture cue of an image. To solve this, we use 
a Neuro-Symbolic Hybrid System (NSHS) that allow us to combine an artificial neural network and the 
symbolic representation of the expert knowledge. The artificial neural network uses the CasCor learning 
algorithm and we use production rules to represent the symbolic knowledge. The features used for inspection has 
the advantage of being tolerant to rotation and scale changes. We compare the results with those obtained from 
an automatic computer vision task, and we conclude that results obtained using the proposed methodology are 
better. 
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1   Introduction 
The Neuro-Symbolic Hybrid System (NSHS) is a 
system inspired in the human behavior, due that is 
based on the way that humans can obtain a solution 
for a simple problem. In order to simulating this 
behavior the NSHS are built integrating the 
advantages offered by Artificial Neural Networks 
(ANN) and symbolic representations (e. g. Production 
Rules (PR)).  

The NSHS offers several advantages that have 
been used to solve problems as: control, image 
processing, monitoring and pattern recognition [1] 
[2]. The ANN has been used to obtain and process the 
numeric knowledge, whereas the PR has been used to 
express the symbolic knowledge of a Human Expert. 

The NSHS is a very active research area in 
artificial intelligence [3]. The great challenge is: How 
to select the better hybrid architecture? [4]. There are 
several works that attempt to explain the different 
types of Hybrid Systems [5], [6]. There exist a set of 
criteria that allow classify the NSHS. However, this 
classification is not enough to answer the question.  

We develop a NSHS and a set of strategies based 
on several criteria proposed by [7]. The methodology 
developed is used to solve quality inspection 

problems and the strategies allow us to select the best 
Neuro-Symbolic architecture type in order to find a 
good solution for an specific problem.  

The quality inspection problems always have the 
numeric or symbolic knowledge incomplete [8][9]. If 
we can integrate both knowledge types, the system 
can offer better results. The methodology was tested 
with a problem of quality inspection on artificial 
textures [10]. Quality inspection is very important in 
the manufacturing industry, due it is necessary to 
maintain quality standards. In the following sections 
we present a description of the methodology and the 
tests and results obtained for the textures inspection. 
 
2   Proposed Methodology 
The role of a computer vision system (CVS) for an 
automatic inspection process is very important, due it 
can achieves the quality inspection of any piece. The 
typical process of a CVS has six stages [11]. 
Nevertheless, during the process, each stage presents 
several difficulties that sometimes are impossible to 
solve using only one computer vision technique.  
     The NSHS has demonstrated its effectiveness in 
several computer vision systems [12], [13]. However, 
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typically the NSHS has been implemented ignoring 
some details that have a direct correspondence with 
the selected hybrid architecture.  

We create a NSHS Methodology to select the 
hybrid architecture suitable for a specific problem, 
composed by eight stages: a) problem description,    
b) problem decomposition, c) approach type 
selection, d) technique base building, e) technique 
selection, f) strategies selection, g) architecture type 
implementation and h) results evaluation, (See figure 
1). 
 

 
Fig. 1.The eight phases of the proposed methodology. 
 
2.1   Problem description 
This stage is very important in order to understand 
the necessities of the problem. 
• Problem to solve. The expert defines the problem 

to be solved. In a lot of visual inspection problems 
the solutions are focused into maintain certain 
quality level.  

• Goal definition. Define what we need: better 
efficiency, better execution, speed, etc. 

• Locate the problem in a stage of the computer 
vision process. It is necessary to locate the 
problem in the CVS to delimit it. 
In the figure 2 we show the problem description 

phase. We can see that we have a computer vision 
problem which needs to be described in order to 
understand the problem. Later, we need to locate the 
problem at any stage of computer vision process.  
 
2.2 Problem decomposition 
The main goal is to divide the problem in a set of 
sub-problems that allow us to solve them easily. The 
problem decomposition is made by the expert in the 
particular domain. A tree is used to represent the set 
of simplest task detected (see figure 3). 

After decomposition, we obtain important 
information of each sub-task. The information is 
integrated by assigning a name to each task, detecting 

the problem that is necessary to solve and the stage of 
computer vision process where each task is located.       
 

 
Fig. 2. Problem description phase. 

 
 

 
Fig. 3. Task decomposition tree. 

 
 
2.3 Approach type selection 
We select an approach type corresponding to each 
sub-task obtained.  

The selection is based on five characteristics: 
training, compressible representation, generalization, 
inference mechanism and numeric data. In order to 
select the approach type we need: 
• Obtaining the problem desirable characteristics 

for each task. Each task has a problem to solve 
and a set of characteristics desirables to find its 
solution. 

• Selecting the starting approach type of the 
characteristics selected. If we need training, 
generalization or if we have numeric data, then 
we need a numeric approach. If we need a 
comprehensible representation or an inference 
mechanism, then the approach is symbolic. If we 
need characteristics of both approaches then we 
select a neuro-symbolic approach. 
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2.4 Technique base building 
The main goal is offer a set of techniques available 
during the technique selection phase. 
• Obtaining a set of techniques. The base can be 

integrated by the techniques developed by the 
computer vision expert or some commercial 
software.  

• Classifying the techniques according to the 
problem type [14]. We classify each technique 
in some category as it is shown in Table 1. 

•  Describing the abilities of each technique. In the 
same form than the human being, the techniques 
have some specific abilities that help us to solve 
one problem better than others. 

 
Table 1. Technique classification for different 

problem types [14]. 
Problem 

type Description 

Diagnosis 
Inferring malfunctions of an object 
from its behaviour and 
recommending solutions. 

Classification Assigning an object to one of the 
defined classes. 

Selection Recommending the best option from 
a list of possible alternatives. 

Prediction Predicting the future behaviour of an 
object from its behaviour in the past. 

Clustering 
Dividing a heterogeneous group of 
objects into homogeneous 
subgroups. 

Optimisation Improving the quality of solutions 
until an optimal solution is found. 

Control 
Governing the behaviour of an object 
to meet specified requirements in 
real-time. 

Data concise 
presentation 

Producing compact description for a 
set of data. It can be numeric, 
graphic or “if-then” rules. 

 
• Assigning the approach type to each technique. It 

is necessary to assign the approach type to each 
technique in order to facility its selection. The 
technique base is very important in the 
methodology because offer a set of alternatives 
available during the technique selection phase. 

 
2.5 Technique selection 
The goal is to select a set of alternatives available in 
the technique base to solve each task. 
• Obtaining as input the approach type. It is 

necessary to know the approach type of the task 
that is necessary to solve. 

• Obtaining the alternatives available according to 
the approach. We need to obtain the set of 
techniques contained on the approach requested. 

• Analyzing and selecting the technique according 
to some criteria. First, we need to locate the task 
into the computer vision process in order to 
delimit the number of alternatives that can be used 
during the corresponding stage (preprocessing, 
segmentation, etc.). Second, we need to obtain the 
techniques that allow us to solve the problem 
identified. Third, if we do not have the technique, 
we need to verify the abilities of the techniques to 
solve the problem. We will obtain the best 
alternative to solve the task. At the final, we know 
the approach and the technique necessary to solve 
the particular problem. 

 
2.6 Strategies selection 

This stage consists on selecting the integration 
level between the connectionist and symbolic 
module.  

The NSHS methodology proposed allows finding 
a “suitable” solution (not necessary “exact”), 
according to mental model theory. The integration 
strategies were based on [7]. The criteria and its 
corresponding classification are shown in Table 2 [7]. 
We not know what is the hybrid architecture type 
necessary to obtain a solution.  
 

Table 2. NSHS classification. 
Criteria Classification 

Integration type 
Unified approach, 

Semi-hybrid, 
Hybrid. 

Integration Mode 

Chain, 
Sub treatment, 
Meta treatment, 
Co- treatment. 

Coupling Grade 
Weak couple, 

Middle couple, 
Strong couple. 

Knowledge Transference 
S→C, 
S←C, 
S↔C. 

 
2.6.1   Integration type 
The integration type is classified according to the 
hybridation type: a) Unified approach, attempts  to 
integrate the symbolic systems properties into 
connectionist systems and vice versa, b) Semi hybrid 
approach, is used to achieve translations and            
c) Hybrid approach, may exist many symbolic and 
connectionist modules integrated to each other.  
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The process to select the integration type is: 
• Knowing the problem modules. It is necessary to 

know the modules and the approach that we will 
use in each module respectively 
(symbolic/connectionist). 

• Identify the hierarchy among modules. We need 
to know the priority of the tasks. If the task n+1 
depends of the output n, Then, do the task n.     
Repeat until the goal is obtained. 

• Identify the functions. We can have three main 
functions. The knowledge insertion use a set of 
rules as initial structure of an ANN, also called 
knowledge compilation, the knowledge refinement 
where the knowledge is improved trough a 
learning algorithm, and the knowledge extraction 
that allows extract rules from an ANN. 

• Deduce the integration type. The integration type 
depends on the problem necessities:  
If we have a symbolic module that needs some 
properties of the connectionist approach, or if we 
have a connectionist module that needs some 
properties of the symbolic approach, then we have 
a unified integration.  
If the problem needs to make some function and 
we have a connectionist module and a symbolic 
knowledge base, or if we have a symbolic module 
and a numeric knowledge base then we have 
semi-hybrid integration. 
If we have two or more modules and the modules 
perform some neuro-symbolic function then we 
have hybrid integration. If we have a lot of 
modules the integration cost will be higher as it is 
shown in figure 4.  
 
If number of modules ↑ then integration cost ↑. 
 

 
 

Fig. 4. Correspondence between number of modules 
and integration cost. 
 
2.6.2 Integration Mode 
Represents the reason why the neural module and 
symbolic module are configured in relation of one to 
other and the full system. 
 

     Chain, it is when two modules operate in 
sequence. One is the main processor and it is assisted 
by another module, acting like pre or post processor. 
The relationship between modules is input/output.  

Sub-treatment, in this integration mode, one 
module is subordinate of another module to achieve 
some function. The main module decides at what 
moment calls it and how it uses its output. Meta-
treatment, it is when a module solves the problem 
and the other plays a meta-level role such as take the 
control or improving results and the Co-treatment, in 
this mode both modules are equals in the problem 
solution process.  

The process to select the integration mode is: 
• Knowing the problem modules. It is necessary to 

know the modules and the approaches that we will 
use in each module (symbolic/connectionist). 

• Locate the system type. According to the 
integration mode classification there exist a 
correspondence between the system type and the 
architecture. Sequential system, this has the 
correspondence with the chain treatment 
architecture, the modules achieve in sequence and 
with order. In this system type a module achieves 
its function and finish before the next module. 
The data are passed from one to other directly 
[17]. Embedded system has a correspondence with 
the sub-treatment architecture. These are systems 
where there is a main module that has control on 
another module called subordinate. This system 
type performs call from one module to another. 
The subordinate module act like subroutines. 
Control systems, these systems have the 
correspondence with the meta-treatment 
architecture. These systems can solve problems 
like control, directional control, post operational 
control, etc. Collaborative system, this system has 
a correspondence with the co-treatment 
architecture; allows share the same knowledge 
and the same processing charge to solve the 
problem. 

• Assigning the role. A module can assume some 
role inside the system. Main module: has the 
responsibility of take the final decisions. This 
module can have subordinate modules that need 
to control. Subordinate module: has the 
responsibility to achieve some action requested by 
the main module. Control module: has the 
responsibility of monitoring the results obtained 
by the main module. Cooperative module, shares 
the same responsibility with one or more modules.  

• Locate the modules in some integration mode. 
The modules can be located in some architecture 
or specific configuration as is shown in Table 3. 
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Table 3. Integration mode selection. 
Architecture 

Type 
System  
Type 

Module  
Type 

Chain Sequential Main – subordinate 
→ 

Sub-treatment Embedded Main – subordinate 
→,↔ 

Meta-
treatment Control Main – control 

Co-treatment Collaborative Collaborative - 
Collaborative 

  
According to [14] the architecture type will be 

influenced for the available computational recourses.      
 
If complexity of architecture ↑ then recourses ↑ 
 

 
Fig. 5. Correspondence between the complexity of 
architecture and resources. 
 
2.6.3   Coupling grade 
Define the interaction force between two modules. 
The classification of different grades is made through 
a progressive level that runs from extreme to another.      

This classification consists of three levels: Weak 
couple, the different modules are connected by a 
simple relation of input/output, and the 
communications are unidirectional, Medium couple, 
the interactions among modules are more flexible, 
due are bidirectional; it does not treat simply of 
input/output relationship, but rather each module can 
influence on the operation of another, Strong couple, 
the knowledge and data are shared among modules 
through internal structures in common. The process 
to select the coupling grade is: 
• Knowing the modules of the problem. It is 

necessary to know the modules and the approach 
that we will use in each module 
(symbolic/connectionist). 

• Detect the communication lines among the 
modules. It is necessary to know what is the 
dependence among modules, if the output of the 
task A is the input of the task B, then there is a 
communication line (interconnection) in both 
tasks, where the grade of dependence will be 
defined according to the problem necessities.  

• Identify the problem necessities. There are some 
factors that have influence to decide the coupling 
grade, system total cost and performance, see 
figure 6. 

 

 
Fig. 6. Coupling grade according to system 
requirements. 
 

 

If coupling grade ↑ then system total cost ↑ 
If coupling grade ↑ then better performance ↑ 
 
• Identify the dependence type among the modules. 

The dependence can be: Data, the modules are 
communicated through parameters. Stamp, the 
modules are communicated through a data 
structure.  Control, it is the control grade of a 
module over other. Extern, it is when two 
modules depend on extern environment. Common, 
two modules have common coupling if they made 
the reference to the same data global area. 
Contend, when one module modifies to another.  

• Deciding the type and coupling grade. In order to 
select the coupling types according to coupling 
grade is necessary considerer the classification 
shown in Table 4. 

 
Table 4. Coupling types according to coupling grade. 
Coupling grade Coupling type 

Weak coupling Data coupling, Stamp coupling 

Medium coupling Control coupling, Extern  
coupling, Common coupling 

Strong coupling Contend coupling 
 
2.6.4   Knowledge transference 
The transference may be classified according to the 
exchange direction.  

From symbolic to connectionist, the symbolic 
knowledge is transferred from a symbolic module and 
it is integrated to a connectionist module (S →C).  

From connectionist to symbolic, the knowledge 
acquired by learning in connectionist net may be 
explained in a form of symbolic rules (S→C), 
Bilateral transfer, the knowledge can be transferred in 
both senses: symbolic and connectionist (S↔C).  
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Usually include compilation mechanism and 
rules extraction starting from the nets.  

The process to select the transference is: 
• Knowing the system approach type. It is necessary 

to know the approach types 
(symbolic/connectionist) due that not in all cases 
the symbolic module will has a module. 

• Knowing the modules of the problem. Detect the 
modules that are going to compose the hybrid 
system. In the case of the semi-hybrid system 
only we have a symbolic or connectionist module.  

• Identify the knowledge transference lines. The 
communication lines that indicate the knowledge 
transference form between modules. 
If the system has a connectionist module but there 
is a relationship between the symbolic approach 
and connectionist module, where the 
connectionist module depends of the initial 
symbolic knowledge, then the transference is 
unidirectional, from symbolic to connectionist. 
If the system has two modules connectionist and 
symbolic, but only one need the output of another 
and not in a reciprocal form, then the transference 
is unidirectional.  
If the system has a connectionist module but there 
is a relationship between the symbolic approach 
and the connectionist module and vice versa, then 
the transference is bidirectional. 
If the system has two or more modules 
connectionist and symbolic and both need its 
output in reciprocal form, then the transference is 
bidirectional.  

 
2.7 Architecture type implementation 
This phase consist on implement the system proposed 
by the NSHS methodology. The goal is obtain an 
alternative to find a solution in visual inspection 
problems or any problem where the Neuro-symbolic 
approach can give some solution.  
 
2.8 Results evaluation 
The goal is to analyze the results obtained with the 
NSHS methodology implemented. In order to do this, 
we considered the factors that have influence on the 
architecture type selection.  
 
3   NSHS methodology implementation 
All the objects in the real world have a surface that 
can reflect light in a way that depends on the 
structure of the surface. That way of reflecting light is 
known as the visual texture of the objects and gives 
information about the material that the object is 
composed of (wood, water, steel, wool, etc) and some 
properties (roughness, regularity, brightness, 

homogeneity, etc) that inform about the state (wet, 
clean, liquid, etc) of the object. 

The quality inspection in artificial textures is a 
very important problem treated by [10]. That work, 
verifies the quality in artificial textures textiles based 
in several features. These characteristics allow 
classify the textures in good or bad quality. The 
results obtained with the changes contained in the 
images show the necessity to implement others 
techniques to solve the problem [10].    
     Phase 1: Problem description. The problem 
consists on the artificial textures recognition. The 
techniques used in [10] were effective; however, we 
hope that with the use of other techniques as neuro-
symbolic approach, we will obtain a better solution in 
the recognition percentage.  
     The goal is to prove the NSHS methodology in 
order to obtain a better recognition results through the 
use of the expert knowledge and the computer vision 
system.  
     The problem is located in the recognition stage. 
This stage is the last stage in a lot of computer vision 
systems, see figure 7. 
 

 
 

Fig. 7. Recognition stage in the computer vision 
process. 
 
     Phase 2: Problem decomposition. The problem 
was decomposed in two tasks (see figure 8).  
 

 
 

Fig. 8. Decomposition of the main task. 
 
     Task 1: A Priori knowledge. This task will use the 
human expert knowledge in order to explain when a 
texture is good or bad.  
     Task 2: Classification. This task will make the 
classification with tolerance to the image changes.  
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     Phase 3: Approach type selection. We need to 
identify the problem desirable characteristics for each 
task. For the task 1, we need a compressive 
representation of the human expert criteria to decide 
when a texture is good or bad. For task 2, we need 
characteristics such as generalization that allows 
treating with numeric knowledge.  
     The task 1 needs a symbolic approach, while the 
task 2 needs a connectionist approach, in order to 
solve the recognition task the approach is neuro-
symbolic. 
     Phase 4: Technique base building. In table 5 we 
present the results of implementing this phase. 
 

Table 5. Characteristics of the available techniques. 

 
    
  Phase 5: Technique selection. We have four 
available techniques. The Alvot technique was used 
in the previous work [10] and it has problems with 
the changes in the textures images, so, this is rejected. 
The rules are used to classify but it has difficulties 
with the generalization, then to solve the 
classification problem we select the ANN. The 
production rules are used to acquire the priori 
knowledge of the human expert. 
     Phase 6: Strategies selection. The results obtained 
are:  

Integration type: There are two functions: 
knowledge insertion (compilation) and refinement, 
then the system is considered hybrid because there is 
knowledge integration, symbolic and numeric. 

 
     
 
 
 
 
 
 
 
 
 
 

 Integration mode: The problem has two modules, 
one has the main role and the other has the 
subordinate role and the system type is sequential, 
then the architecture type is Chain. 
     Coupling grade: We have a unidirectional 
communication line; the output of the symbolic 
module is the input of the numeric (connectionist) 
module. The coupling is a data type, because the rules 
are compiled to the ANN without be the rules 
modified, then the Coupling grade is Weak. 
     Knowledge transference: In this problem we have 
two modules: symbolic and numeric. This is a hybrid 
system that allows only the unidirectional knowledge 
transference. We need to make the transference from 
the symbolic module to the connectionist module. 
     Phase 7. Architecture type implementation. We 
implemented a hybrid system, with Chain 
architecture, a Weak coupling and unidirectional 
knowledge transference. 
     Phase 8: Results evaluation. The results obtained 
are shown in section 4. 
 
4   Test and Results 
For the tests we use a set of 510 textures for the 
learning stage and 600 textures for the recognition. 
The textures were selected randomly from [15], [16], 
[17] and modified to prove the recognition capacity. 
The figure 10 shows an example of the different 
textures used. 

The textures selected were considered as the 
main pattern to build a piece of textile. We simulate 
changes in the color for the texture repetition. 

The quality is based mainly in the conservation of 
colors of the texture images. From the knowledge of 
the experts we consider a good quality texture if we 
have a variation of colors between 1 and 10 %, all 
other textures out of that range are considered as bad 
quality textures.  

Figure 9 shows an example of bad quality and god 
quality textures. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9. Textiles, a) Good quality and b) bad quality. 
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Fig. 10 Examples of the textures used. 
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      Seven different kinds of tests were carried out 
under factors as: texture images rotated 90 and 180 
degrees, scale, texture images halved and doubled, 
scale and rotation, texture images scaled and rotated, 
texture images with salt and pepper noise added, and 
finally, texture images with uniform noise added. 

Each texture has five features: {x1(average in 
red), x2(average in green), x3(average in blue), x4 
(variance in green), x5(average in illumination)}, 
obtained through the typical testors during the feature 
selection stage [10]. 
     The Alvot technique was used to perform the 
recognition stage. Meanwhile the NSHS 
methodology use the numeric textures base in order 
to perform the learning and test with the neural 
network compiled with the symbolic knowledge of 
human expert. The compilation was done with 
Neucomp and the integration with Neusim [7]. The 
rule used for the knowledge compilation was: 
     If (x1 has a range of (20, 246) and x2 has a range 
of (20, 217) and x3 has a range of (4, 253) and x4 has 
a range of (72.2796, 10792.5) and x5 has a range of 
(35, 225)) then the texture is of good quality.  
     The ranges were obtained by the expert through an 
analysis of the data. The rule was compiled obtaining 
an ANN with five inputs, one output, two layers and 
eleven units. The knowledge refinement was made 
using the Cascade Correlation (CasCor) algorithm in 
order to obtain the incremental learning [7].  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Table 6 shows the results obtained with the NSHS 
methodology and a comparison with the results 
obtained in [10].  

From the results obtained we can give several 
comments. First, using the methodology proposed we 
can improve the results about 20 %, compared with 
the original results. Second, the combination offers 
the possibility of understanding the problem solution 
in a better way. Third, by the analysis of column 
three and four of Table 6 we can see that the results 
obtained are better than those obtained with the 
computer vision system and the Alvot technique.  

 
5   Conclusions 
In this paper we have presented a Neuro-Symbolic 
Hybrid System (NSHS) methodology in order to find 
an alternative to solve several problems where the 
integration of two approaches as ANN and 
Production rules are necessary.  

We implement the NSHS methodology in the 
texture quality inspection. The results show the 
capacity of the Neuro-symbolic approach to solve this 
problem in a better way. 
     The methodology proposed can be used to solve 
quality inspection problems, where the expert 
knowledge can contribute and complement the 
numeric knowledge of an artificial vision system. 
 

Table 6. NSHS methodology results. 
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