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Abstract: - Most non-homogenous Poisson process (NHPP) based software reliability growth models (SRGMs) 
presented in the literature assume that the faults in the software are of the same type. However, this assumption 
is not truly representative of reality. It has been observed that the software contains different types of faults and 
each fault requires different strategies and different amount of testing-effort to remove it. If this assumption is 
not taken into account, the SRGM may give misleading results.  This paper proposes a generalized model based 
on classification the faults in the software system according to their removal complexity. The removal 
complexity is proportional to the amount of testing-effort required to remove the fault. The testing-effort 
expenditures are represented by the number of stages required to remove the fault after the failure observation / 
fault isolation (with time delay between the stages). Therefore, it explicitly takes into account the faults of 
different severity and can capture variability in the growth curves depending on the environment it is being 
used and at the same time it has the capability to reduce either to exponential or S-shaped growth curves. Such 
modelling approach is very much suited for object-oriented programming and distributed development 
environments. Actual software reliability data have been used to demonstrate the proposed generalized model. 
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1 Introduction 
Software reliability modelling is very important 
due to the fact that it is not possible to produce 
fault-free software. The faults in the software occur 
due to human imperfection. These faults manifest 
themselves in terms of failures when the software is 
run. Testing phase in the software development 
process aims at detecting and removing these faults 
and making the software more reliable. Thus it is 
very important to evaluate software reliability 
during testing phase, based on software fault data 
analysis. Models concerned with the relationship 
between time span of testing and the cumulative 
numbers of faults removed through software testing 
are called software reliability growth models 
(SRGMs). Based on non-homogeneous Poisson 
process (NHPP), several SRGMs have been 
developed because the models can be easily applied 
in actual software development.  

In the software reliability literature, most 
researchers assume a constant fault removal rate per 
fault in deriving their NHPP based SRGMs [1-4]. 
That is, they assume that all faults have equal 
probability of being removed during the software 
testing process, and the rate remains constant. In 
reality, the fault removal rate strongly depends on 
the skill of test teams, program size and software 
testability [5-8]. Through real data experiments and 

analyzes on several software development projects, 
it has been observed that the fault removal rate has 
three possible trends as time progresses: increasing, 
decreasing or constants. It decreases when the 
software has been used and tested repeatedly, 
showing reliability growth. It can also increase if the 
testing techniques or requirements are changed, or 
new faults are introduced due to new software 
features or imperfect debugging. The learning-
process of test-team has also been studied. The 
learning is closely related to the changes in the 
efficiency of testing during a testing phase. The 
idea is that in organizations that have advanced 
software-process, testers might be allowed to 
improve dynamically their testing process as they 
learn more about the product. This could result in a 
fault removal rate which increases monotonically 
over the testing period. Learning usually manifests 
itself as a changing fault detection rate. To capture 
the learning-process, the researchers adopted a 
time-dependent fault removal rate [9-11].  

The rest of this paper is organized as follows: 
Section 2 revisits the software fault classification 
model and extends it to formulate the proposed 
generalized software fault classification model. 
Sections 3 and 4 present the method used for 
parameter estimation, and the criteria used for 
validation and selection respectively. Section 5 and 

WSEAS TRANSACTIONS on COMPUTERS
 

Omar Shatnawi and P.K. Kapur

ISSN: 1109-2750 1375 Issue 9, Volume 7, September 2008



                                                          

 

6 provide the applications of the proposed model to 
actual software reliability data sets cited from real 
software development projects and model selection 
respectively. This paper concludes in Section 7. 
 
2 Software Reliability Modelling 
 
2.1 Model Development 
Most SRGMs developed in the literature, assume 
that the faults in the software are of the same type. 
This assumption implies that the fault removal rate 
per remaining fault is independent of the testing 
time and the fault removal intensity is linearly 
proportional to the remaining faults. Such 
assumption helps to simplify the problem of 
modelling and provides to a certain extent plausible 
results. However, this assumption is not truly 
representative of reality. It has been observed that 
the software contains different types of faults and 
each fault requires different strategies and different 
amount of testing-effort to remove it. If this 
assumption is not taken into account, the SRGM 
may give misleading results. To address this issue 
several SRGMs have been developed in the 
literature. Ohba proposed the hyper exponential 
model, assuming that software consists of different 
modules [12]. Each module has its own 
characteristics and thus the faults detected in a 
particular module have their own peculiarities. 
Therefore, the fault removal rate for each module is 
not the same. He suggested that the fault removal 
process for each module can be modelled 
separately and the total fault removal phenomenon 
is the sum of the fault removal process of all the 
modules. Yamada et al. proposed a modified 
exponential model assuming that the software 
contains two types of faults namely, simple and 
hard [13]. Both faults are modelled separately and 
accordingly the fault removal process is the sum of 
the two models. Kareer et al. proposed a model 
with two types of faults [14]. For each type, the 
fault removal rate per remaining faults is assumed 
to be time dependent. Each fault type is modelled 
by the Delayed S-shaped model [5]. The total 
removal phenomenon is modelled by the 
superposition of the two models. Kimura et al. 
proposed the exponential S-shaped model [15]. 
This model again assumes that the software 
contains two types of faults namely, simple and 
hard. The removal of simple faults is described by 
the exponential model [4] while the removal of 
hard faults is described by the Delayed S-shaped 
model [5]. The total fault removal process is again 

the superposition of the two models. Kapur et al. 
proposed a model with three types of faults [16], 
modelled by the exponential model [4], the 
Delayed S-shaped model [5] and the three-stage 
Erlang model [17]. For each type, the fault removal 
rate is assumed to be constant. In all these 
developed models, the authors ignore the role of 
the learning-process during the testing phase by not 
accounting for the experience gained with the 
progress of testing.  

To address these issues, we have recently 
proposed a software fault classification model 
based on the assumption that the testing phase 
consists of three processes namely, failure 
observation, fault isolation and fault removal [18]. In 
this model, software faults are classified into three 
types namely, simple, hard and complex according to 
the amount of testing-effort needed to remove them. 
The time delay between the failure observation and 
the subsequent fault removal is assumed to represent 
the severity of the faults. The model also 
incorporates a logistic learning function during the 
removal phase as it is expected the learning-process 
will grow with time. The total fault removal 
phenomenon is the superposition of the three 
processes. The model had been validated and 
compared with the well-established NHPP models 
including exponential [4], delayed S-shaped [5] and 
inflection S-shaped [6-8] based on actual software 
reliability data. The results were found to be fairly 
encouraging in terms of goodness-of-fit, predictive 
validity, and reliability evaluation measures.  

In this paper, the software fault classification 
model with three types of faults [18] is revisited 
and further extended to represent a software system 
with more than three types of faults. A method is 
adopted to select the number of faults type, which 
can be included in the proposed generalized 
software fault classification model, so that the 
model fits and predicts the fault removal process 
satisfactorily [2]. 
 
 
2.2 Model Assumptions 

1. Failure occurrence, fault detection, or fault 
removal phenomena follow an NHPP with 
mean value function mGE-n(t). 

2. Faults are classified depending on their 
severity and accordingly efforts are needed to 
detect and remove them. 

3. Fault removal process is prefect.  
4. Each time a failure occurs, an immediate 

(delayed) effort takes place to decide the 
cause of the failure in order to remove it. The 
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time delay between the failure observation 
and its subsequent fault removal is assumed 
to represent the severity of the faults. The 
more severe the fault, more the time delay. 

5. Fault removal complexity is proportional to 
the amount of testing-effort the number 
remove the fault. The testing-effort 
expenditures are represented by the number 
of stages required to remove the fault after 
failure observation / fault detection (with 
time delay between the stages) 

6. Fault removal rate of the first fault type is 
proportionality constant and for the 
remaining faults types is a logistic function 
as it is expected the learning-process will 
grow with time. 

 
 
2.3 Model Notations 

a Initial fault-content of the software.  
i Type of fault (i=1,2,3,…,n). 
ai    Initial content of fault-type i )(

1
aan

i i∑ =
= . 

bi Proportionality constant represents failure 
rate / fault isolation(s) / fault removal rate 
per fault for fault-type i.  

bi(t) Logistic learning-process function, i.e., 
fault removal rate per fault for fault-type i. 

mii(t) Mean number of fault removed of type i in 
i number of processes (stages) by time t. 

β Constant parameter in the logistic learning 
function. 

 
 
2.4 Model Formulation 
Assuming that the software contains ‘n’ different 
types of faults and on each type of fault a different 
strategy is required to remove the cause of failures 
due to that fault. We assume that for a type 
i(i=1,2,3,..,n) fault, i different processes (stages) are 
required to detect/remove the cause of the failure.  
 The time-dependent fault removal rate per fault 
for i(i=2,3,..,n) fault-type, which is a nondecreasing 
S-shape curve and capture the learning-process of 
the software testers given as    

    
tb

i
i ie

btb −+
=

β1
)(                   (1) 

The expected number of faults removed in (t, 
t+Δt) is proportional to the number of faults 
remaining to be removed. Accordingly we may 
write the following differential equations: 
For i=1 
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For i=3 
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Solving the differential equations given in (2), 

(3), and (4) under the initial conditions m11(t=0)=0, 
m22(t=0)=0, and m33(t=0)=0 respectively we get  
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The software fault classification model is the 

superposition of the three NHPP with mean value 
functions given in (5). Thus, the mean value 
function of the superposed NHPP is 
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The removal rate per faults for the first three 

types of faults is given as 
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We observe that d1(t) is constant with respect to 
time ‘t’ while d2(t) and d3(t) increase monotonically 
with time ‘t’ and tend to constants b2 and b3 
respectively as t→∞. Thus, in the steady state, m2(t) 
and m3(t) fault growth curves behave similar to the 
m1(t) fault growth curve and hence there is no loss 
of generality in assuming the steady state rates b2 
and b3 to be equal to b1.  

Substituting b3=b2=b1 in the right hand side of 
equation (6), yields to d3(t)<d2(t)<b1, which is in 
accordance with the severity of the faults [2,19]. 
Assuming b3=b2=b1=b(say), then equation (6) can 
be written as 
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                                                                              (8) 
The improvement in the performance of the 

software fault classification model was attributed to 
the inclusion of three types of faults [18]. This 
observation and results suggest that the inclusion of 
more fault type in the software fault classification 
model may further improve its performance. 

The procedure followed in equations (2), (3), 
and (4) can be extended to formulate the proposed 
generalized software fault classification model with 
‘n’ types of faults.  
Similarly for i=n, we have 
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                                                                              (9) 
Note that the first subscript stands for the type 

of fault and the second subscript stands for the 
number of processes (stages) required to remove 
the fault after it failure occurrence / fault detection 
and is dependent on the type of the fault, i.e., if the 
fault is of the type k, then it will be removed in k 
stages because of its complexity. 

Solving the differential equations (2), (3), (4), 
and (9) respectively we get  
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                                                                            (10) 
The proposed generalized software fault 

classification model is the superposition of all the 
NHPP with mean value functions given in (10). 
Thus, the mean value function of the superposed 
NHPP is 
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                                                                            (11) 
The analysis followed in equation (7) can again 

be applied. Therefore, assume bn=…=b3=b2=b1=b. 
Accordingly, equation (11) can be rewritten as  
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                                                                            (12) 
The exponential, delayed S-shaped, inflection S-

shaped, exponential S-shaped, generalized Erlang, 
and software fault classification models given in 
[4,5,6-8,15,2,18] respectively, can be obtained from 
proposed generalized software fault classification 
model given in equation (12). Thus high lighting its 
applicability and flexibility. Here, we test the 
proposed generalized software fault classification 
model with ‘2’, ‘3’, ‘4’, and ‘5’ types of faults. 
These models are referred to mGF-2(t), mGF-3(t), mGF-

4(t), and mGF-5(t) respectively. 
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3 Parameter Estimation Technique 
The maximum likelihood estimation (MLE) 
method is used to estimate the parameters of the 
proposed generalized software fault classification 
model given in equation (12).  

Since all the data sets used are given in the form 
of pairs (ti,xi)(i=1,2,...,k), where xi is the cumulative 
number of faults detected by time ti (0<t1<t2<…<tk) 
and ti is the accumulated time spent to remove xi 
faults. The Likelihood function ‘L’ for the 
unknown parameters with the mean value function 
is given as  
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                                                                            (13) 
The MLE of the SRGM parameters can be 

obtained to by maximizing equation (13) with 
respect to the constraints: (ai≥0, 0<b<1, β≥0). 
 
 
4 Model Validation 
To check the validity of the proposed generalized 
software fault classification model to describe the 
software reliability growth, it has been tested on 
four software reliability data sets obtained from 
real software development projects.  

The first data set (DS-I) had been collected 
during 20 weeks of testing (10,000 CPU hours 
were utilized) one of four major releases of the 
software products at Tandem Computers Company, 
Los Anglos (CA), 100 faults were detected during 
the period [3].  

The second data set (DS-II) had been collected 
during 111 days of testing a real time monitor and 
control software system consist of about 200 
modules, on average has 1 KLOC written in 
FORTRAN, 481 faults were detected during the 
period [3].  

The third data set (DS-III) had been collected 
during 12 months of testing a command, control 
and communication software system of size 1317K 
LOC written by CENTRAN and ALC, 2657 faults 
were detected during the period [20]. 

The fourth data set (DS-IV) had been collected 
during 35 months of testing a defense, ground 
based radar software system of size 124K LOC 
written by Jovial, 1301 faults were detected during 
the period [20]. 

The performance of an SRGM judged by its 
ability to fit the past software fault data (goodness-
of-fit) and to predict satisfactorily the future 
behavior of the fault removal process from present 
and past data behaviour (predictive validity) [2,21].   

4.1 The Goodness-of-Fit Criteria 
 
4.1.1 The Sum of Squared Error (SSE) 
This metrics measures the distance of a model 
estimate value from the actual data, and defined as 
            ( )∑

=
− −=

k

i
iinGE xtmSSE

1

2)(ˆ               (14) 

where k is the number of observations, )(ˆ inGE tm −  is 
the estimated cumulative number of faults by time 
ti obtained from the fitted mean value function and 
xi is the total number of faults removed by time ti.  

Lower value of SSE indicates less fitting error, 
thus better goodness-of-fit.  
 
4.1.2 The Akaike Information Criterion (AIC) 
This metrics measures the ability of a model to 
maximize the likelihood function that is directly 
related to the degree of freedom during fitting, and 
defined as      
              ( ) NLofMaxAIC ×+×−= 2.log2          (15) 
where ‘N’ is the number of the parameters used in 
the model and ‘L’ likelihood function.  

Lower value of AIC indicates more confidence in 
the model thus a better fit and predictive validity. 
 
4.1.3 Coefficient of Multiple Determination (R2) 
This metric measures the percentage of the total 
variation about the mean accounted for by the fitted 
curve. It ranges in value from 0 to. We define this 
coefficient as the ratio of the Sum of Squares (SS) 
resulting from the trend model to that from a 
constant model subtracted from 1, that is   

       
SScorrected

SSresidualR −= 12              (16) 

Small values indicate that the model does not fit 
the data well.  
 
 
4.2 The Predictive Validity Criterion 
Predictive validity is defined as the capability of 
the SRGM to determine the fault removal 
phenomena from present and past fault removal 
data. This capability is significant only when the 
fault removal phenomena are changing [21].  

Suppose that we have found xk faults by the 
testing end time tk. The fault removal data up to 
time tj(≤tk), i.e., the software reliability data is 
truncated to time tj are used to estimate the 
parameters of the SRGM. The number of faults 
removals by time tk can be predicted by the SRGM 
and compared to the reported fault removal at this 
time, i.e., xk.  
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We can check the predictive validity by 
tabulating the relative prediction error (RPE) values 
against the testing progress ratio (tj/tk) in percent 
for software reliability data.  

The relative prediction error (RPE) is defined as 
           ( )

k

kknGE

x
xtmRPE −

= − )(ˆ              (17) 

where )(ˆ inGE tm −  is the predicted cumulative 
number of faults by time tk. 

The RPE will approach zero as tj approaches tk. 
If the RPE values are positive/negative, the model 
tends to overestimate/underestimate the future fault 
removal phenomena. Numbers closer to zero imply 
more accurate prediction. The relative error is said 
to be acceptable if it is within ±10 percent [2]. 

 
4.3 Model Selection Criteria 
The software reliability data and the comparison 
criteria used earlier are applied to check the 
performance of the proposed generalized software 
fault classification model. The data are truncated 
into different proportions and used to estimate the 
parameters of the models under comparison. For 
each truncation, one value SSE and RPE are 
obtained [2]. For a given model, these values may 
vary from one point to another.  
 To measure the performance of the models under 
comparison all over the truncations, the following 
criteria are used  
• Average Sum of Squared Error (ASSE) 

             ∑
=

=
j

i

i

j
SSE

ASSE
1

            (18) 

where ‘j’ is the number of truncations and SSEi is 
the SSE of the ith data set truncation. 
• Average Relative Prediction Error (ARPE) 

                       ∑
=

=
j

i

i

j
RPE

ARPE
1

                   (19) 

where |RPEi| is the absolute value of the RPE of the 
ith data set truncation. 
 
 
5 Data Analyses and Model 

Comparisons 
The software reliability data and the comparison 
criteria in terms of goodness-of-fit and predictive 
validity defined earlier in Section 4 are applied to 
check the performance of the proposed generalized 
software fault classification model defined in 
equation (12) with ‘n’ types of faults. As the 
number of fault types may tend to be large, 
modelling each fault type individually is not 
practically possible. However, if the faults 

classified into a smaller number of groups, where 
each group contains the faults of common 
characteristics, the number of faults can be 
reduced. Therefore, we have tested this proposed 
generalized model for only five types of faults. 
That is, the models under comparison are mGF-2(t), 
mGF-3(t), mGF-4(t), and mGF-5(t) that estimates the 
presence of ‘2’, ‘3’, ‘4’, and ‘5’ types of faults 
respectively.  
 
 
5.1 First Software Development Project 
The results of the parameter estimation and the 
goodness-of-fit metrics in terms of SSE, AIC, and 
R2 of the models under comparison are given in 
Tables 1 and 2 respectively. On applying mGF-2(t), 
the model reveals the presence of two types of 
faults where the majority are of type ‘2’. 
Accordingly, the fault removal phenomena are 
described by a combination of types ‘1’ and ‘2’. On 
applying mGF-3(t), the model reveals the presence of 
two types of faults where the majority are of type 
‘3’. Accordingly, the fault removal phenomena are 
described by a combination of types ‘1’ and ‘3’. On 
applying mGF-4(t), the model reveals the presence of 
three types of faults where the majority are of type 
‘4’. Accordingly, the fault removal phenomena are 
described by a combination of types ‘1’, ‘3’, and 
‘4’. On applying mGF-5(t), the model reveals the 
presence of two types of faults where the majority 
are of type ‘5’. Accordingly, the fault removal 
phenomena are described by a combination of 
types ‘1’ and ‘5’. The duration of test justifies the 
estimation of high complexity fault-type (which 
required more testing-effort to be removed).  It is 
clear from Table 2 that the results of the goodness-
of-fit metrics are significantly improving with the 
introduction of more types of faults.  
 
Table 1. Parameter Estimation Results (DS-I)  

Parameter Estimation Models under
Comparison a1 a2 a3 a4 a5 b β 

mGF-2(t) 39 62 — — — 0.410 33.7
mGF-3(t)    40 0 62 — — 0.409 20.6
mGF-4(t) 39 0 12 52 — 0.441 13.4
mGF-5(t)    35 0 0 0 67 0.526 2.50

 
Table 2. Goodness-of-Fit Results (DS-I)  

Comparison Criteria Models under
Comparison SSE AIC R2 

mGF-2(t) 35.68 79.86 .998 
mGF-3(t)    34.10 80.03 .998 
mGF-4(t) 33.66 82.25 .998 
mGF-5(t)    30.33 79.43 .998 

WSEAS TRANSACTIONS on COMPUTERS Omar Shatnawi and P.K. Kapur

ISSN: 1109-2750 1380 Issue 9, Volume 7, September 2008



                                                          

 

The results of the SSE and RPE of the models 
under comparison for different truncations of the 
data set are given Tables 3 and 4 respectively. It is 
observed that the values vary from one truncation 
to another. Overall the values are significantly 
improving with the introduction of more types of 
faults. It is observed that the values vary from one 
truncation to another. It is clear from Table 4 that 
the values overestimates the fault removal process 
except when the testing progress ratio is about 80% 
(on applying mGF-2(t)), and 70% and 60% (on 
applying mGF-2(t) and mGF-3(t)) it underestimates the 
fault detection process. 

 
Table 3. SSE Metric Results (DS-I)  

Testing Progress Ratio Models under 
Comparison 60% 70% 80% 90% 

mGF-2(t) 146.4 63.7 36.5 35.8 
mGF-3(t)    77.5 42.7 38.0 34.8 
mGF-4(t) 34.4 44.4 39.3 35.8 
mGF-5(t)    39.4 36.8 38.0 32.6 

 
Table 4. RPE% Metric Results (DS-I)  

Testing Progress Ratio Models under 
Comparison 60% 70% 80% 90% 

mGF-2(t) -4.46 -2.18 -0.10 0.49 
mGF-3(t)    -2.39 -.730 2.53 1.07 
mGF-4(t) 1.38 2.73 2.27 1.79 
mGF-5(t)    2.60 2.41 2.53 1.90 

 
 
5.2 Second Software Development Project 
The results of the parameter estimation and the 
goodness-of-fit metrics in terms of SSE, AIC, and 
R2 of the models under comparison are given in 
Tables 5 and 6 respectively. On applying mGF-2(t), 
the model reveals the presence of two types of 
faults where the majority are of type ‘2’. 
Accordingly, the fault removal phenomena are 
described by a combination of types ‘1’ and ‘2’. On 
applying mGF-3(t), mGF-4(t) and mGF-5(t), they models 
reduce to mGF-2(t). The duration of test justifies the 
estimation of low complexity fault-type. It is clear 
from Table 6 that the results are not improving with 
the introduction of more than two types of faults.    
 
Table 5. Parameter Estimation Results (DS-II)  

Parameter Estimation Models under 
Comparison a1 a2 a3 a4 a5 b β 

mGF-2(t) 133 350 — — — 0.080 6.11
mGF-3(t)    133 350 0 — — 0.080 6.11
mGF-4(t) 133 350 0 0 — 0.080 6.11
mGF-5(t)    133 350 0 0 0 0.080 6.01

 
 

Table 6. Goodness-of-Fit Results (DS-II)  
Comparison Criteria Models under

Comparison SSE AIC R2 

mGF-2(t) 32793 659 0.987 
mGF-3(t)    32793 659 0.987 
mGF-4(t) 32793 659 0.987 
mGF-5(t)    32793 659 0.987 

 
The results of the SSE and RPE of the models 

under comparison for different truncations of the 
data set are given Table 7 and 8 respectively. It is 
observed that the values do not vary from one 
truncation to another. It is clear from Table 8 that 
the values overestimate the fault removal process. 

 
Table 7. SSE Metric Results (DS-II)  

Testing Progress Ratio Models under
Comparison 60% 70% 80% 90% 

mGF-2(t) 168134 58234 34364 32857
mGF-3(t)    168134 58234 34364 32857
mGF-4(t) 168134 58234 34364 32857
mGF-5(t)    168134 58234 34364 32857

 
Table 8. RPE% Metric Results (DS-II)  

Testing Progress Ratio Models under
Comparison 60% 70% 80% 90% 

mGF-2(t) 11.23 6.88 1.65 0.50 
mGF-3(t)    11.23 6.88 1.65 0.50 
mGF-4(t) 11.23 6.88 1.65 0.50 
mGF-5(t)    11.23 6.88 1.65 0.50 

 
 
5.3 Third Software Development Project 
The results of the parameter estimation and the 
goodness-of-fit metrics in terms of SSE, AIC, and 
R2 of the models under comparison are given in 
Tables 9 and 10 respectively. On applying mGF-2(t), 
the model reduces to mGF-1(t). On applying mGF-3(t), 
the model reveals the presence of three types of 
faults where the majority are of type ‘1’. 
Accordingly, the fault removal phenomena are 
described by a combination of types ‘1’, ‘2’, and 
‘3’. On applying mGF-4(t), the model reveals the 
presence of three types of faults where the majority 
are of type ‘4’. Accordingly, the fault removal 
phenomena are described by a combination of 
types ‘1’, ‘2’, and ‘4’. On applying mGF-5(t), the 
model reveals the presence of two types of faults 
where the majority are of type ‘5’. Accordingly, the 
fault removal phenomena are described by a 
combination of types ‘1’, ‘2’, and ‘5’. The duration 
of test justifies the estimation of high complexity 
fault-type. It is clear from Table 10 that the results 
are significantly improving with the introduction of 
more types of faults. 
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Table 9. Parameter Estimation Results (DS-III)  
Parameter Estimation Models under 

Comparison a1 a2 a3 a4 a5 b β
mGF-2(t) 3330 0 — — — 0.136 0
mGF-3(t)    1683 97 1351 — — 0.306 0
mGF-4(t) 1168 668 0 1176 — 0.421 0
mGF-5(t)    786 868 0 0 1260 0.573 0

 
Table 10. Goodness-of-Fit Results (DS-III)  

Comparison Criteria Models under 
Comparison SSE AIC R2 

mGF-2(t) 11742 170 0.998 
mGF-3(t)    9530 172 0.998 
mGF-4(t) 8610 164 0.999 
mGF-5(t)    6242 152 0.999 

 
The results of the SSE and RPE of the models 

under comparison for different truncations of the 
data set are given Tables 11 and 12 respectively. It 
is observed that the values vary from one truncation 
to another. The values of mGF-5(t)) are the lowest 
except for truncation 70%. Overall the values are 
significantly improving with the introduction of 
more types of faults. The values of the models 
under comparison overestimates the fault removal 
process except when the testing progress ratio is 
about 70% (on applying mGF-2(t)) and 60% (except 
for mGF-5(t)) it underestimates the fault removal 
process. 

 
Table 11. SSE Metric Results (DS-III)  

Testing Progress Ratio Models under 
Comparison 60% 70% 80% 90% 

mGF-2(t) 83698 26919 11869 12050 
mGF-3(t)    27866 11091 17249 12924 
mGF-4(t) 61868 16123 23870 10654 
mGF-5(t)    13586 12595 10601 7325 

 
Table 12: RPE% Metric Results (DS-III)  

Testing Progress Ratio Models under 
Comparison 60% 70% 80% 90% 

mGF-2(t) -0.051 -0.019 0.010 0.012 
mGF-3(t)    -0.010 0.020 0.035 0.027 
mGF-4(t) -0.027 0.034 0.046 0.022 
mGF-5(t)    0.021 0.030 0.026 0.016 

 
 
5.4 Fourth Software Development Project 
The results of the parameter estimation and the 
goodness-of-fit metrics in terms of SSE, AIC, and 
R2 of the models under comparison are given in 
Tables 13 and 14 respectively. On applying mGF-

2(t), the model reveals the presence of two types of 
faults where the majority are of type ‘2’. 
Accordingly, the fault removal phenomena are 

described by a combination of types ‘1’ and ‘2’. On 
applying mGF-3(t), the model reduces to mGF-2(t). On 
applying mGF-4(t), the model reveals the presence of 
three types of faults where the majority are of type 
‘2’. Accordingly, the fault removal phenomena are 
described by a combination of types ‘1’, ‘2’, and 
‘3’. On applying mGF-5(t), the model reduces to mGF-

4(t). The duration of test justifies the estimation of 
high complexity fault-type. It is clear from Table 
14 that the results are improving with the 
introduction of more types of faults.    
    
Table 13. Parameter Estimation Results (DS-IV)  

Parameter Estimation Models under
Comparison a1 a2 a3 a4 a5 b Β 

mGF-2(t) 132 1184 — — — 0.224 29.32
mGF-3(t)    132 1184 0 — — 0.224 29.32
mGF-4(t) 136 934 248 0 — 0.225 27.29
mGF-5(t)    136 934 248 0 0 0.225 27.29

 
Table 14. Goodness-of-Fit Results (DS-IV)  

Comparison Criteria Models under
Comparison SSE AIC R2 

mGF-2(t) 3413 344 1.000 
mGF-3(t)    3413 344 1.000 
mGF-4(t) 3609 347 1.000 
mGF-5(t)    3609 347 1.000 

 
The results of the SSE and RPE of the models 

under comparison for different truncations of the 
data set are given Tables 15 and 16 respectively. It 
Overall the values are significantly improving with 
the introduction of more types of faults. It is clear 
from Table 16 that the values overestimates the 
fault removal process except when the testing 
progress ratio is about 70%, 80%, and 90% (on 
applying mGF-2(t)) and mGF-3(t)) it underestimates 
the fault removal process. 

  
Table 15: SSE Metric Results (DS-IV)  

Testing Progress Ratio Models under
Comparison 60% 70% 80% 90% 

mGF-2(t) 73257 3491 3493 3415
mGF-3(t)    73257 3491 3493 3415
mGF-4(t) 10078 3524 3659 4218
mGF-5(t)    10078 3524 3659 4218

 
Table 16: RPE% Metric Results (DS-IV)  

Testing Progress Ratio Models under
Comparison 60% 70% 80% 90% 

mGF-2(t) 2.09 -0.15 -0.52 -0.12 
mGF-3(t)    2.09 -0.15 -0.52 -0.12 
mGF-4(t) 0.51 -0.06 -0.68 0.38 
mGF-5(t)    0.51 -0.06 -0.68 0.38 
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6 Model Selection 
As discussed earlier in Section 5, the proposed 
generalized software fault classification model was 
able provide a good fit and predictive validity for 
all software reliability data sets. It is observed that 
for each data set one version of the proposed 
generalized model with specific combination of 
faults types is selected. The mGF-5(t) can be selected 
to model DS-I and DS-III, while mGF-2(t) is selected 
to model DS-II and DS-IV. 

The problem is that the model selection is not a 
one step process. In some cases, there was a 
contradiction between the goodness-of-fit and the 
predictive validity. Also, we have observed that 
using the proposed generalized model with a higher 
number of faults improves the goodness-of-fit and 
the predictive validity in some cases (as in DS-I 
and DS-III) while it does not help in other case (as 
in DS-II and DS-IV). 

In this section, we select the best generalized 
software fault classification model with optimum 
(minimum) number of faults types. The model 
selection methodology is simple. We have to select 
from the models under comparisons, the one that 
provides the minimum values of ASSE and ARPE.  

Table 17 shows that the values of the ASSE are 
decreasing with the increase number of faults types 
while ARPE are increasing with the increase 
number of faults types except for mGF-3(t). Since the 
ARPE of the proposed generalized software fault 
classification model with five types of faults (i.e., 
mGF-5(t)) is within the acceptable level, it can be 
selected for the first software development project. 
The selection of this model does not necessarily 
mean that there are five types of faults in the 
software, but it means that the software system 
contains faults of type ‘five’ (i.e., highly complex 
faults, see Table 1) thus highlighting its flexibility.  

    
Table 17: Overall Performance Results (DS-I)  

Overall Performance Criteria Models under 
Comparison ASSE ARPE% 

mGF-2(t) 70.61 1.81 
mGF-3(t)    48.24 1.69 
mGF-4(t) 38.44 2.04 
mGF-5(t)    36.71 2.36 

 
Table 18 shows that the values of ASSE and 

ARPE remain the same in spite of increasing the 
number of types of faults. Thus, the proposed 
generalized software fault classification model with 
two types of faults (i.e., mGF-2(t)) can be selected 
for the second software development project.  
 

Table 18: Overall Performance Results (DS-II)  
Overall Performance CriteriaModels under

Comparison ASSE ARPE% 
mGF-2(t) 73397 6.06 
mGF-3(t)    73397 6.06 
mGF-4(t) 73397 6.06 
mGF-5(t)    73397 6.06 

 
Table 19 shows that the values of ASSE are 

decreasing with the increase number of faults types 
while ARPE values are very close to each other. It 
is clear that the proposed generalized software fault 
classification model with five types of faults (i.e., 
mGF-5(t)) can be selected for the third software 
development project.  
 
Table 19: Overall Performance Results (DS-III)  

Overall Performance CriteriaModels under
Comparison ASSE ARPE% 

mGF-2(t) 33634 0.023 
mGF-3(t)    17282 0.023 
mGF-4(t) 28129 0.032 
mGF-5(t)    11027 0.023 

 
Table 20 shows that the values of ASSE and 

ARPE are decreasing with the increase number of 
faults types. It is clear that the proposed 
generalized software fault classification model with 
four types of faults (i.e., mGF-4(t)) can be selected 
for the fourth software development project.  

 
Table 20: Overall Performance Results (DS-IV)  

Overall Performance Criteria Models under
Comparison ASSE ARPE% 

mGF-2(t) 13401 0.32 
mGF-3(t)    13401 0.32 
mGF-4(t) 5370 0.04 
mGF-5(t)    5370 0.04 

 
 
7 Conclusion 
The unified modelling approach adopted allows the 
proposed generalized software fault classification 
model to be flexible and simple. The flexibility is 
achieved by modelling the removal of each fault 
type by a specific growth curve according to the 
fault removal complexity. The objective of the 
unified modelling approach is to provide an 
efficient, reliable, and widely applicable model. 
Finally, we believe that the approach followed in 
this paper will help to a great extent in limiting the 
choice of finding the suitable model for a particular 
testing environment. 
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