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Abstract: - Data mining methods have been widely applied on the area of remote sensing classification in recent 
years. In these methods, neural network, rough sets and support vector machine (SVM) have received more and 
more attentions. Although all of them have great advantages on dealing with imprecise and incomplete data, 
there exists essential difference among them. Until now, researches of these three methods have been introduced 
in lots of literatures but how to combine these theories with the application of remote sensing is an important 
tendency in the later research. However, all of them have their own advantage and disadvantage. To reveal their 
different characters on application of remote sensing classification, neural network, rough sets and support 
vector machine are applied to the area of remote sensing image classification respectively. Comparison result 
among these three methods will be helpful for the studies on emote sensing image classification. And also the 
paper provides us a new viewpoint on remote sensing image classification in the future work. 
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1   Introduction 
Studies of remote sensing image classification have 
received more and more attention since remote 
sensing was proposed in 1960’s as a synthetical 
technique which has been used in a wide range of 
applications such as geosicence, agriculture, and 
environment and so on.  With continual increase of 
image resolution, more useful data and information 
can be obtained from remote sensing image. Remote 
sensing image classification is one of the most 
important technologies in the field of remote sensing 
image processing. How to increase precision of 
classification is a key issue in remote sensing image 
processing. To extract useful information from 
remote sensing image, different data mining methods 
are adopted on this research area to improve the 
precision .Currently, the major methods in remote 
sensing image classification are statistic 
classification method, structural classification 
method and fuzzy classification method. In these 
methods, statistic such as mean, variance, standard 
deviation and discrete degree are taken as criteria to 
distinguish different categories. All of them need 
numerous statistic calculation but in a low 
classification precision. Neural network has been 
used in remote sensing image classification in these 
years and gotten a satisfying result. There have plenty 
of literatures in the field [1][2][3]. However, there 
also have several weakness in neural network such as 
slow learning rate, difficult convergence, complex 

network structure and umbiguous meaning of 
network. 

With the development of research, there appear 
many new theories in information processing and 
data mining since 1980’s. In these data mining 
theories, rough sets theory receives a most attraction. 
However, in remote sensing image classification, few 
literatures on rough sets in the field are found in the 
research [4].  

Large advantages have been shown in both rough 
sets theory and neural network on dealing with 
various imprecise, incomplete information. 
However, there exists essential difference between 
them. Rough sets simulate abstract logic mind of our 
human being while neural networks simulate 
intuition mind. Rough sets theory express logic rules 
based on indiscernibility relation and knowledge 
reduction while neural networks state relation 
between input and output by using nonlinear 
mapping. In general, neural networks can not reduce 
dimensions of inputs. More complex structures and 
training cost required in neural networks of a higher 
input dimensions. Rough sets theory can be used to 
decrease redundance among input information 
through finding their relations, but rough sets theory 
is very sensitive to noises. Therefore, the good results 
derived from sample data may not appear good when 
they are applied in the set of test data. That is to say, 
rough sets have a weak error tolerance and 
generalization performance. Whereas, neural 
networks have a better capability of anti-noise, 
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self-organization, and generalization [5]. 
Fortunately, variable precision rough sets (VPRS) 
model proposed by Ziarko provide us a very useful 
tool to solve the problem [6]. Variable precision 
rough sets model allow for some degree of 
misclassification, which can avoid the high 
sensitivity of computational results which is 
necessary to increase the system redundance. This 
paper mainly introduces application of the variable 
precision rough sets as an example on remote sensing 
image classification.  In the result, performance of 
system can be found to achieve much improvement 
after using the variable precision rough sets.  

Besides rough sets theory, support vector 
machine (SVM) is also a very attractive method in 
data mining area. However, in remote sensing image 
classification, SVM is still in its beginning stage the 
same as rough set. There is even fewer researches on 
SVM in field of remote sensing image classification 
[7][8].  

SVM is a new data mining and machine learning 
theory proposed by Vapnik et al. in mid 1990s. It is a 
universal method to solve multidimensional function. 
It has been applied some areas such as function 
simulation, pattern recognition and data 
classification and obtained a perfect result. There 
exist some defects in neural network such as 
determination of network structure, local minima 
problems, under learning and over learning. All of 
them restrict the application of neural network. SVM 
has advantages in solving the problems of non- 
linear, pattern selected, high dimension, small 
specimen, which is good complementary with neural 
network.  

This paper is organized as follows. In section II, 
basic theories of three methods are briefly reviewed. 
In section III, we apply three methods into the 
classification of remote sensing image respectively 
and give the comparative results. Section IV is the 
analysis of the three methods in which advantage and 
disadvantage of three methods are analyzed and some 
suggestions for future research are also presented. 
The last section is conclusion. 
 
 
2 Brief Review of Neural network, 
Rough Sets and Support Vector 
Machine 
 
 
2.1 Neural network 
Since neural network researches revived in 1980s, 
substantial progress has been achieved in application 
as well as in theory. Neural networks have been 

widely applied in pattern recognition, control 
optimization, predicting management and so on. In 
the field of data mining, neural networks have been 
combined with genetic algorithm, fuzzy sets [9]. 
Classification is a very important task in area of 
information processing and knowledge discovery. 
Classification of neural network is a supervised 
training algorithm. It has a high tolerance capability 
and self-organization performance. Lots of works 
have been done and large numbers of literatures have 
been introduced in the field of neural networks. 
Presently, most methods of neural network in remote 
sensing image classification use BP learning 
algorithm for supervised learning classification. BP 
network is a feedforward network which is in fact a 
nonlinear criterion function[10]. 
 
 
2.2 Variable Precision Rough Sets  
Rough sets theory is a new mathematical tool in data 
mining area to deal with vagueness and uncertainty 
data, which can analyze and deal with various 
imprecise and incomplete information. However, 
traditional rough sets are very sensitive to even small 
misclassification errors which restrict its application 
greatly. Hence, it is necessary to increase the system 
redundance. Here, we mainly introduce the VPRS 
model. And VPRS is also taken as an example in the 
following application. 

In conventional rough sets, universe U  is known 
and conclusion is only suitable for objects belonging 
toU . It is very difficult to satisfy the constrains in 
practice. To solve the problem, a method must be 
found to generalize conclusions obtained from 
sample data to a more wide area. VPRS is proposed 
by W.Ziarko to solve the problem.  

Let X , be non-empty sets in finite field. If 
there exist

Y
Yx∈ for all , we call that . 

It is obviously that no misclassification errors are 
allowed for in the condition. A new idea is presented 
in VPRS which give a new measurement method on 
inclusion relation as follows. 

Xx∈ YX ⊆

⎩⎨
⎧

=
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where )(•card  denote cardinal number of sets. 
),( YXc denotes degree of misclassification set X  

into . That is to say, there are *100% 
elements misclassified. Obviously, X  
when

Y ),( YXc
Y⊆

0),( =YXc . Therefore, we can give an 
admissible misclassification error ββ ≤0( )5.0≤ . 
According to the definition, there is: 

β
β
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WSEAS TRANSACTIONS on COMPUTERS Hang Xaio and Xiubin Zhang

ISSN: 1109-2750 553 Issue 5, Volume 7, May 2008



then Ziarko proposed definitions as follows, 
Suppose that U is universe, R  is indiscernibility 
relation onU .   are partitions 
of equivalent classes on U . 

,1{ER∗ = ,2E ,L }nE

β -lower approximation ( β -positive region of 
set X ), 

{ }ββ ≤∗∈= ),(: XEcREXR U           (3) 
β -upper approximation( β -negative region of 
set X  ), 

{ }ββ −<∈= ∗ 1),(: XEcREXR U         (4) 
β -boundary region, 

{ }βββ −<<∈= ∗ 1),(: XEcREXBNR U    (5) 
β -negative region, 

{ }ββ −≥∈= ∗ 1),(: XEcREXNEGR U     (6) 
Ziarko gives a very important definition in VPRS, 
namely quality of classification. 

)(/)),,((),,( UcardQPPOScardQP ββγ =   (7) 
in which ),,( βQPPOS is a β -positive region on 
partition . ∗Q

Attribute reduction and optimal set of attribute 
are the most important conception in rough sets 
model. VPRS provide us two important criteria [6], 
1. ),),,,((),,( ββγβγ QQPREDQP =  
2. No attribute can be eliminated from 

),,( βQPRED without affecting the requirement1. 
There have been many algorithms for attribute 

reduction. Optimal reduction can be derived from 
combined minimum cost criterion naturally if it is 
possible to assign a cost function to attributes. In the 
absence of attribute cost function, two basic 
approaches were presented by Ziarko in which 
optimal reduction can be determined according to the 
number of attributes and rules [6]. 
 
 
2.3 Support Vector Machine 
Support vector machine is a new machine learning 
theory proposed in mid 1990s which is arised from 
the statistic learning theory founded by the Vapnik 
research groups in 1960s. It has been successfully 
applied to function simulation, pattern recognition 
and data classification[11]. 
 
2.3.1 Linearly Separable SVM 
Suppose that there are n  samples vectors 

belonging to two 
separate classes where . Our target is to 
build a criterion function to separate the two classes. 

If there exists a hyperplane 
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We can obtain the optimizing problem as follows, 

2
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Then Lagrange function can be defined as below, 
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where  are the Lagrange multipliers. (10) can be 
transformed to its dual problem in order to minimize 
the equation. According to Kühn-Tucker condition, 
we can obtain the optimal classification function, 

iα
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sgn is the symbolic function. 
 
2.3.2 Linearly Non-separable SVM 
Separable criterion function is built on the Euclidean 
distance, that is . For non-linear 
problem, sample x  can be mapped onto a higher 
dimensional space and use the linear classifier on it. 
That is, we make the transformation on x , 

),( jiK xx ji xx •=

HR : →Φ . 
)),(),(( 21 Lxx(x)x φφ=Φ→               (12) 

then the criterion function is changed into: 

∑
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i
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             (13) 

Therefore, (11) is only related to inner product of 
training samples: . Thus, only the inner 
product calculations are needed in the higher 
dimensional space which can be realized using the 
function in initial space. Introduction of kernel 
function make us solve the problem on the input 
space without calculating the non-linear mapped 
patterns 

)( ji xx •

Φ  explicitly. Therefore, when we construct 
the classification function, we make the comparison 
on the input space and make the non-linear 
transformation to results. Thus enormous work will 
be finished on input space instead of on higher 
dimensional space. 

Thus its classification function is obtained, 
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This is called support vector machine. 
Complexity of constructing SVM relies on the 

number of support vector instead of dimension of 
eigenspace. Different algorithms are formed using 
different kernel functions. The kernel functions in 
common use are Polynomial function, Radial Basis 
Function (RBF), Multi-layer Perceptron and so on 
that are shown as follows, 
(1) Polymonial kernel: 
   d

ii ]1),[(),( += xxxxK

(2) RBF kernel:     { }2
),( ii xp x-xexxK γ−=  
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3 Empirical Comparison Studies of 
Neural Network, VPRS and SVM on 
Remote Sensing Image Classification 
Neural network, rough set and support vector 
machine are briefly introduced in above sections. 
From the introduction, we can find all of them have 
their own features on data classifications.  

To reveal their different performance, here, these 
methods are applied on classification for the remote 
sensing image respectively. Also, empirical 
comparisons are extracted from the experiment 
results to describe the difference among different 
neural network, and VPRS with different parameters 
and SVM with different kernel functions. 

Experimental data of remote sensing image are 
obtained from the Ladsat image of someplace in 
China. The data include 1, 2, 3,4,5,7 six bands which 
correspond to blue, green, red, near infrared, 
 infrared  and far infrared band. Their relative images 
can be found from Fig.1 (a) to Fig.1 (f). Illustration of 
bands is shown in table 1. The image is 
7351×6501×6. Objects in the image are classified by 

Fig.1(a)~(f) are obtained from band 1,2,3,4,5 and 7 respectively

Fig.1(c) Fig.1(a) Fig.1(b) 

Fig.1(d) Fig.1(e) Fig.1(f) 
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Table 1. Bands of remote sensing image 

Bands Blue Green Red Near 
Infrared 

Infrared Far 
Infrared 

wavelength(μm) 0.4787 0.5610 0.6614 0.8340 1.6500 2.2080 

artificial method into five categories: river, house, 
forest, grass and road. Gray scale is used as features 
for classification [12]. To avoid noise disturbance, 
30×30 image blocks are extracted from different 
band images in the same place. Calculate the mean 
gray value μ  of the block of each band respectively. 
Therefore, for each samples, a mean vector gray can 
be obtained which denoted as ,,( 21 μμ  

),,, 7543 μμμμ . 120 samples are selected from each 
class in which 80 is for training and the other 40 for 
testing. There are total 600 data selected for the 
experiment. 

Samples are trained and tested by using neural 
network, rough sets and SVM respectively. For 
neural networks, we use the ordinary BP network 
(BPNN) and improvement BP network trained by 

Levenberg-Marquart algorithm (BPLM). For VPRS, 
we select the 0, 0.3 and 0.45 respectively as 

misclassification error. For support vector machine, 
RBF, spline function, bspline, anovaspline and 
sigmoid are choosed as the kernel function of support 
vector machine. Because classification of remote 
sensing image in the paper is a multi-classes problem 
while SVM mainly solve two-class problem, the 
multilevel classification strategy in the paper [7] is 
adopted to solve this problem. In paper [7], 
multi-classes problem can be transferred to many sub 
two-class problems by using multilevel method. 

The experiment is worked on the Pentium IV 
1.5G CPU, 512M memory PC. The results are shown 
in table 2 and table 3. 

From talbe2 and table3, time consumed is the 
longest in BPLM, although precision is the highest in 
it. BPNN is not convergent in the experiment. The 
results show defects of neural network in remote 

sensing image classification. Higher dimensions of 
input information will lead to complex network 

Table 2. Result of classification by different methods

Method River House Forest Grass Road 
BPNN not convergent Neural  

Network BPLM 79.1% 88.3% 88.4% 64.3% 88.2% 
β=0 55.1% 50.0% 70.7% 1.2% 60.0% 
β=0.3 55.5% 61.3% 71.3% 17.1% 69.2% Rough Logic 
β=0.45 60.0% 66.1% 75.3% 26.1% 77.7% 
RBF 95.1% 60.3% 65.5% 95.0% 51.7% 

spline 95.7% 80.7% 70.0% 95.3% 71.8% 
bspline 94.7% 65.5% 65.8% 68.8% 75.1% 

anovaspline 96.1% 80.3% 55.9% 95.1% 55.4% 
SVM 

sigmoid  60.1% 20.2% 35.4% 65.3% 39.3% 
Table 3. Precison of classification

Precision 
Method Training  

Time(s) Training Sample Test Sample 
BPNN not convergence Neural  

Network BPLM 3577 98.4% 82.1% 
β=0 150 99.6% 47.4% 
β=0.3 151 98.8% 54.8% Rough 

Logic 
β=0.45 154 98.8% 61.0% 
RBF 261 98.7% 73.6% 
spline 32 99.8% 82.7% 

bspline 70 99.1% 74.0% 
anovaspline 37 99.2% 76.6% 

SVM 

sigmoid  110 54.5% 44.2% 
 

Note: for the rough logic, training time is time of constructing the rough set rules
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structure and long time training. In VPRS, short time 
are consumed on constructing the rough set rules. 
Good results are obtained in the training samples. 
However, the precision of classification to test data 
are not ideal which also account for the limitation of 
rough sets. We find that although performance of 
system is improved to some extent through 
changing β  from 0 to 0.45, the capacity of 
recognition can not be improved essentially because 
of the defect in rough sets. 

From the synthetic performance of the three 
methods, we find the SVM get the best results. In 
SVM, except for the sigmoid kernel, all the kernel 
functions obtain a better result. It spent shorter time 
in SVM than rough sets. The precision is high and it 
is even higher than neural networks when using 
spline kernel. All of them show a bright future of 
SVM on remote sensing image classification. 
 
 
4 Analysis 
In the paper, we apply neural network, variable 
precision rough sets and support vector machine to 
remote sensing image classification respectively. 
Advantages and disadvantages of the three methods 
are analyzed and summarized in detailed as belows.  
Precision of classification is high using neural 
network. However, the training time is long and it 
probably exists local minima. 

For multi-input system like remote sensing 
image, input vectors can be lessen and network 
structures be simplified by using rough sets. 
Whereas, neural networks structures will become 
very complex when increasing the input dimensions. 
The meaning of rough sets network is very clear once 
the rough logics are determined, while the number of 
hidden layer and neurons in neural networks are 
determined by experience. 

In VPRS, some necessary redundance are 
remained in the process of information reduction 
which increase the anti-noise performance of system 
and decrease the loss of the useful information. 
Furthermore, it provides us a variable parameter for 
us according to our requirement. Although VPRS 
obtain more improvement than traditional rough sets 
in remote sensing image classification, it has also 
some disadvantages. First, the misclassification 
error β  is not continuous, that is to say, the precision 
of VPRS is not continuous. Second, selection of 
optimal attributes still relies on the specific 
constraints. In the paper, we only simply select them 
according to [6]. In the specific condition, it does not 
mean that β  is larger and structure of network is 
more complex. This is related to the number of 

attribute and logic selected. We can not try to 
improve the redundance through simply 
increasing β . Furthermore, besides β  in remote 
sensing image classification, the numbers of 
equivalent classes also restrict the system 
performance. The number is more, the precision is 
higher, but the complexity also become higher and 
training time become longer. The problem also needs 
to be discussed in the future research. 

In the experiment, we find that high precision and 
short training time can be obtained using SVM. 
Comparing with neural network, SVM is more 
suitable for processing the complex and high 
dimensional data. However, there are still many 
problems to be solved in SVM. The performance of 
SVM largely depends on the kernel. Selection of 
kernel function limits the application of SVM 
greatly. From the experiment in section III, the result 
is not ideal when Sigmoid kernel are used and 
training time is longer when use RBF kernel although 
other results are very good. Now, the research of 
kernel is still at its beginning stage [13]. The 
classification using SVM still focus on the two 
classes. How to process the problem of multiclasses 
classification needs to be studied in the future. 
  
 
5 Conclusion 
Neural network, rough sets and support vector 
machine are three attractive and effective data mining 
methods in recent years on dealing with various 
imprecise and incomeplete data.  However, there 
exists essential difference among them. Except for 
neural network, until now rough sets and support 
vector machine are seldom used in the research of 
remote sensing image classification. In the paper, 
detail analysis are described which provides us a new 
viewpoint on remote sensing image classification. 

From the experiment, we find network, rough sets 
and SVM all have their advantages and 
disadvantages in remote sensing image classification. 
Therefore, how to combine the three theories and 
apply them to remote sensing image classification 
better is an important tendency in the later research. 
This primary study can be found in the literature [14].  
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