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Abstract: In this paper, we propose iterative soft-input soft-output (SISO) multi-carrier detection (inter-carrier interference cancellation) and LDPC decoding of the OFDM system in the mobile channel. The proposed SISO multi-carrier detection and sum-product decoding of the LDPC-coded OFDM system can achieve better error rate performance than previous SISO multi-carrier detection and BCJR decoding of convolutional coded (CC)-OFDM systems in mobile channels. The simulation results show that the second iteration improves the performance significantly and the gain of the third iteration is less. The advantage of LDPC over CC is more significant when the codeword is longer. With channel estimation errors, the proposed scheme degrades by 0.5 dB for the 3rd iteration. In addition, the proposed LDPC-OFDM scheme has lower computational complexity than the CC-OFDM one.
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1 Introduction
Orthogonal frequency division multiplexing (OFDM) [1] is popular for the very high-data-rate wireless transmission. Therefore, OFDM is one kind of key technologies and selected by many systems, for example, Digital Audio Broadcasting (DAB) [2], Digital Video Broadcasting (DVB) [3], IEEE 802.11 [4], IEEE 802.16 [5] and so on. The basic principle of OFDM is to transform a frequency selective fading channel into multipath flat fading channels. In the other words, OFDM is to split a high-data-rate stream into several lower-data-rate streams that are transmitted synchronously over several subcarriers.

In the past years, OFDM systems only consider the low mobility condition channel. However, OFDM has two problems. First, the signal may deeply fade through some subcarriers of OFDM in the frequency selective fading channels [6][7] and errors occur. It is essential to use forward-error correction coding in OFDM systems to combat fading, such as Reed-Solomon codes [8], convolutional codes, turbo codes, etc. Recently, low-density parity-check (LDPC) codes [9][10] got much attention. LDPC codes with large codeword sizes are found to approach the channel capacity and have lower decoding complexity [11].

LDPC codes have been applied to OFDM systems without iterations between LDPC decoder block and another functional block [12][13][14]. Iteration between LDPC decoder and soft demodulator has been proposed for LDPC coded OFDM systems [15][16]. Iteration between the LDPC decoder and soft carrier-frequency offset (CFO) estimator has been proposed for LDPC coded OFDM systems [17]. Iteration between LDPC decoder and channel estimator has been proposed for LDPC coded OFDM systems [18] and MIMO OFDM systems [17]. Iteration between LDPC decoder and channel/CFO estimator has been proposed for LDPC coded MIMO OFDM systems [19]. However, no iterative structure between LDPC decoder and turbo ICI (caused by Doppler effects) cancellation block has been proposed for OFDM systems in the literatures.

Second, the Doppler spreading in the mobile channels would destroy orthogonality of subcarriers and then result in ICI, leading to an irreducible error floor. Some methods are developed against ICI, for instance, frequency-domain equalization [20], time-domain windowing [21], and ICI self-cancellation [22].

Another viewpoint is to view ICI in OFDM
systems as a special form of Multiple Access Interference (MAI) in synchronous code-division multiple access (SCDMA) systems [23]. Following this viewpoint, we apply the turbo principle [24] to concatenate the ICI cancellation and an LDPC decoder which are both soft-in soft-out (SISO) modules in mobile channels. The received symbol is more reliable after more iterations, and thus the system performance is improved. Furthermore, a simple channel estimation scheme is used in the simulation to test the proposed scheme at the presence of channel estimation errors. Finally, we compared the proposed SISO ICI cancellation/LDPC decoding scheme with the SISO ICI cancellation/BCJR decoding of convolutional coded OFDM system in [25]. The simulation results show that our system can achieve the comparable error rate performance at lower complexity.

This paper is organized as follows. In Section 2, we describe the OFDM system model, LDPC channel coding, and ICI due to time-varying fading channels. The proposed turbo partial parallel interference cancellation (PIC)/MMSE multicarrier detection and LDPC decoding scheme is described in Section 3. The channel estimation is described in Section 4. The simulation results are given in Section 5. The comparison of decoding complexity is given in Section 6. Section 7 is the conclusion.

2 System Model and Interference Analysis

2.1 System Model

Fig. 1 shows the model of the LDPC-OFDM system. At the transmitter, information bits are encoded by the LDPC encoder. Each coded bit is randomly interleaved, and mapped into one BPSK symbol. The OFDM sub-channel modulated follows the serial-to-parallel conversion and then is implemented by using an inverse fast Fourier transform (IFFT). By N-size IFFT processing, the frequency selective channel in the frequency domain is divided into N parallel flat faded independent sub-channels and is inserted the guard interval (GI) in order to eliminate the ISI. At the receiver, the guard interval (GI) is removed. After the serial-to-parallel conversion, the OFDM sub-channel demodulation is implemented by using fast Fourier transform (FFT). The demodulated bits are decoded by LDPC decoder.

Fig. 1 OFDM system model

2.2 LDPC Codes

Low Density Parity Check (LDPC) codes proposed by Gallager [3], but the codes have almost forgotten because VLSI technology was not mature enough at that time. After thirty years, LDPC codes are recognized since good error-correcting codes perform well near Shannon limit. In fact, LDPC codes are linear block codes using a sparse parity-check matrix with a very small number of 1’s per column and row. LDPC codes classify into two groups, regular and irregular LDPC codes. Regular LDPC codes have a uniform column and row weight, while irregular LDPC codes have a nonuniform column and row weight.

A regular (N, K) LDPC code has the design code rate $R = K/N$ (true code rate may be different). An LDPC code is defined by a $M \times N$ parity-check matrix $V$, where $K = N-M$ and that matrix is linearly independent. At the receiver LDPC codes can be decoded by sum-product algorithm, which is represented by a factor graph and simpler than BCJR decoding algorithm [12] of convolutional codes (CC).

In Fig. 2, the LDPC code contains two types of nodes: “bit nodes” and “check nodes”. Each column of parity-check matrix corresponds to bit nodes (bits of codeword) and each row of parity-check matrix corresponds to check nodes. Each edge can be connected between the check
node and bit node according to 1’s in the parity-check matrix.
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Fig.2 (A) parity-check matrix (B) factor graph

### 2.3 ICI from Time-Varying Fading Channel (Doppler Effect)

We modeled the frequency selective channel as a tapped delay line with \( L+1 \) time-varying coefficients. The channel impulse response is described by \( h(n, l) \), \( 0 \leq n \leq N-1 \), which describe as the tap gain of the \( l \)th tap at the time \( n \). Each gain is independent of other gains. The intersymbol interference (ISI) results from the delay spread. In OFDM system, the guard interval (GI) usually equal or larger than the maximum delay spread of channel is inserted to eliminate ISI. So here the ISI can be neglected.

On the other hand, a time-varying fading channel leads to the loss of subcarrier orthogonality and produces intercarrier interference. When data sequence is fed to an IFFT and output OFDM sequence \( \{s(n)\} \) with

\[
s(n) = \frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} x_m e^{-j2\pi mn/N}, 0 \leq n \leq N-1
\]

where \( x_m \) represents the symbol on the \( m \)th subcarrier before IFFT transformation. At the receiver, the signal over multipath channel can be represented

\[
y(n) = \sum_{l=0}^{L} h(n, l)s(n - l) + w(n)
\]

\[
y(n) = \frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} x_m H_m(n)e^{-j2\pi mn/N} + w(n)
\]

where \( L+1 \) is a total number of paths, \( w(n) \) is the zero mean AWGN noise with variance \( \sigma^2 \) and \( H_m(n) = \sum_{l=0}^{L} h(n, l)e^{-j2\pi mn/N} \) is the channel impulse response on the \( m \)th subcarrier at the time \( n \) after the Fourier transform. At the receiver the \( k \)th subcarrier output from the FFT can be written as

\[
Y_k = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} y(n)e^{-j2\pi nk/N} = x_k A_k + ICI_k + W_k
\]

where \( A_k \) is the complex channel reduction for the \( k \)th subcarrier, \( ICI_k \) is the interference on the \( k \)th subcarrier, and \( W_k \) represents the complex Gaussian noise after the Fourier transform. There are expressed as

\[
A_k = \frac{1}{N} \sum_{n=0}^{N-1} H_k(n)
\]

\[
ICI_k = \frac{1}{N} \sum_{m=0,m\neq k}^{N-1} \sum_{n=0}^{N-1} H_m(n)e^{j2\pi mn/N}
\]

\[
W_k = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} w(n)e^{-j2\pi nk/N}
\]

According to [9], the ICI in OFDM systems are similar to the MAI in CDMA systems. Hence, the MAI cancellation method in CDMA systems can be used to cancel the ICI in OFDM systems. The received signal can be represented in vector form:

\[
Y = HX + W
\]

where \( Y = [Y_1, Y_2, \ldots, Y_N]^T \) is the received symbols vector, \( X = [x_1, x_2, \ldots, x_N]^T \) is the transmitted symbols vector. \( W = [W_1, W_2, \ldots, W_N]^T \) is the Gaussian noise vector after FFT, \( (\cdot)^T \) denotes the vector transpose, and \( H \) is channel matrix described as

\[
H = \frac{1}{N} \begin{bmatrix}
A_1 & ICI_{12} & \cdots & ICI_{1N} \\
ICI_{21} & A_2 & \cdots & ICI_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
ICI_{N1} & ICI_{N2} & \cdots & A_N
\end{bmatrix}
\]

\[
ICI_{km} = \sum_{n=0}^{N-1} H_m(n)e^{j2\pi mn/N}, m \neq k
\]

### 3 Proposed Turbo Partial PIC/MMSE Multicarrier Detection and Channel

The proposed turbo ICI cancellation and decoding scheme for LDPC coded OFDM system is shown in Fig 3. This structure concatenates the SISO signal detection and SISO channel decoding and it can provides
significantly gain through iterations. This allows for the soft information exchange between detector and decoder.

The SISO multicarrier detector for ICI cancellation in OFDM systems in this paper is described in [11] where BCJR decoding of convolutional codes is used instead of LDPC codes in this paper. Here we briefly describe it.

Each bit’s a posteriori probability (APP) log-likelihood ratio (LLR) can be calculated by the SISO multicarrier detector. The LLR value is given by:

\[ \Lambda_1[x_k(m)] = \log \frac{P[x_k(m) = +1 | Y_k(m)]}{P[x_k(m) = -1 | Y_k(m)]} \]

(9)

\( k \) is subcarrier index, \( m \) is OFDM symbol index, and \( Y_k(m) \) is the receive signal outputs of the FFT. \( P[x_k(m) = +1 | Y_k(m)] \) is the APP of input bit \( x_k(m) \). According to the Bayes’ rule, the above equation can be rewritten as

\[ \Lambda_1[x_k(m)] = \lambda_1[x_k(m)] + \lambda_2[x_k(m)] \]

= \log \frac{P[y_k(m) | x_k(m) = +1]}{P[y_k(m) | x_k(m) = -1]} + \log \frac{P[x_k(m) = +1]}{P[x_k(m) = -1]} \]

(10)

where \( \lambda_1[x_k(m)] \) is the extrinsic information delivered form the SISO multicarrier detector to the SISO channel decoder and \( \lambda_2[x_k(m)] \) is the extrinsic information deliver from SISO channel decoder at the previous iteration, which is represents a priori (the superscript emphasize a priori) information ratio \( P[x_k(m) = +1]/P[x_k(m) = -1] \). At the first iteration, no a priori information is available, so a priori is set to zero.

3.1 SISO Multicarrier Detector

The SISO multicarrier detector is a concatenation of soft-input partial PIC and soft-output MMSE filter. A reason is the extrinsic information delivered by channel decoder is soft could be used to estimate the mean value of the code bit (similar to partial PIC cancellation weight multiplied by hard decision). Another reason is approximately Gaussian and thus soft output can be calculated [10].

In the following, describe how to combine soft-input partial PIC and soft-output MMSE detector. To mitigate interference, the coded bits soft estimates of each subcarrier can be obtained by calculating their expectation. The means of the coded bits can expressed as

\[ \tilde{x}_k(m) = \sum_{x_k \in \{+1,-1\}} x_k P[x_k(m)] \]

\[ = P(x_k(m) = +1) - P(x_k(m) = -1) \]

\[ = \frac{P(x_k(m) = +1) - P(x_k(m) = -1)}{1 + P(x_k(m) = +1)} \]

\[ = 1 - \exp(-\lambda_2^c[x_k(m)]) \]

\[ = \frac{\exp\left(\frac{1}{2} \lambda_2^c[x_k(m)]\right) - \exp\left(\frac{1}{2} \lambda_2^c[x_k(m)]\right)}{\exp\left(\frac{1}{2} \lambda_2^c[x_k(m)]\right) + \exp\left(-\frac{1}{2} \lambda_2^c[x_k(m)]\right)} \]

\[ = \tanh\left(\frac{1}{2} \lambda_2^c[x_k(m)]\right) \]

(11)

where \( P[x_k(m)] \) comes from a priori information delivered by the channel decoder, and

\[ \lambda_2^c[x_k(m)] = \log \frac{P[x_k(m) = +1]}{P[x_k(m) = -1]} \]

By some manipulations,
Where, we can define two vectors
\[ \tilde{\mathbf{x}}(m) = [\tilde{x}_1(m), \ldots, \tilde{x}_N(m)]^T \]
\[ \tilde{\mathbf{x}}_k(m) = \mathbf{x}(m) - \tilde{\mathbf{x}}_k(m) \mathbf{e}_k \]
(13)
where \( \mathbf{e}_k \) is only the \( k \)th element is one for all zeros \( N \)-vector. For each subcarrier \( k \), a soft-input partial PIC scheme can be performed by regenerating ICI signals using \( \tilde{\mathbf{x}}_k(m) \) and subtracting interference from the outputs of FFT.

\[ \mathbf{Y}_k(m) = \mathbf{Y}(m) - H \tilde{\mathbf{x}}_k(m) + \mathbf{W}(m) \]
\[ = H \mathbf{x}(m) + W(m) \]  
(15)

On other hand, in order to provide soft output and further reduce the remaining interference and noise in \( \mathbf{Y}_k \), it is processed by a linear MMSE filter.

\[ z_k(m) = \mathbf{w}_k(m)^H \mathbf{Y}_k(m) \]  
(16)
where \( \mathbf{w}_k(m) \) satisfies

\[ \mathbf{w}_k(m) = \arg \min_{\mathbf{w}} \mathbb{E}[\| \mathbf{x}_k(m) - \mathbf{w}^H \mathbf{Y}_k(m) \|^2] \]
\[ = \arg \min_{\mathbf{w}} \mathbb{E}[\mathbf{Y}_k(m) \mathbf{Y}_k(m)^H] \mathbf{w} \]
\[ - \mathbf{w}^H \mathbb{E}[\mathbf{x}_k(m) \mathbf{Y}_k(m)] - \mathbb{E}[\mathbf{x}_k(m) \mathbf{Y}_k(m)]^H \mathbf{w} \]
\[ = \mathbb{E}[\mathbf{Y}_k(m) \mathbf{Y}_k(m)^H] = H \Delta_k(m) H^H + \sigma^2 I \]
\[ E[\mathbf{x}_k(m) \mathbf{Y}_k(m)] = H \mathbf{e}_k = h_k \]
\[ \Delta_k(m) = \text{cov}[\mathbf{x}(m) - \tilde{\mathbf{x}}_k(m)] \]
\[ = \text{diag}[1 - \tilde{x}_1(m)^2, \ldots, 1 - \tilde{x}_{k-1}(m)^2, 1, \ldots, 1 - \tilde{x}_N(m)^2] \]
(20)

The solution to (17) is given by

\[ \mathbf{w}_k(m) = [H \Delta_k(m) H^H + \sigma^2 I_N]^{-1} h_k \]
(21)

According to [15], the outputs \( z_k(m) \) of the MMSE for each carrier can be approximated to a Gaussian distribution. And it is modeled as

\[ z_k(m) = \mu_k(m) x_k(m) + \eta_k(m) \]  
(22)
where \( \mu_k(m) \) is the amplitude of the \( k \)th subcarrier and \( \eta_k(m) \sim N(0, \nu_k^2(m)) \) is the Gaussian noise. \( \mu_k(m) \) and \( \nu_k^2(m) \) are given by as

\[ \mu_k(m) = E[z_k(m)x_k(m)] \]
\[ = h_k^H [H \Delta_k(m) H^H + \sigma^2 I]^{-1} h_k \]
\[ \nu_k^2(m) = \text{var}[z_k(m)] \]
\[ = h_k^H [H \Delta_k(m) H^H + \sigma^2 I]^{-1} h_k - \mu_k(m)^2 \]
\[ = \mu_k(m) - \mu_k(m)^2 \]  
(24)

Using conditional Gaussian approximation, the extrinsic information \( \lambda_i[x_i(i)] \) delivered by MMSE is expressed

\[ \lambda_i[x_i(m)] = \log \frac{P[z_k(m) | x_i(m) = +1]}{P[z_k(m) | x_i(m) = -1]} \]
\[ = \frac{|z_k(m) - \mu_k(m)|^2}{\nu_k^2(m)} + |\mu_k(m) + \nu_k^2(m)|^2 \]
\[ = \frac{4 \text{Re}\{\mu_k(m)z_k(m)\}}{\nu_k^2(m)} = \frac{4 \text{Re}\{z_k(m)\}}{1 - \mu_k(m)} \]
(25)

### 3.2 SISO Channel Decoder

In this paper, the sum-product algorithm [15] is used to decode the LDPC code. Here we give a brief description. \( C(b) \) denotes the set of check nodes connected to the bit node \( b \). \( B(c) \) denotes the set of bit nodes connected to the check node \( c \). \( C(b) \) represents the \( c \)th check node excluded from the set \( C(b) \) and \( B(c) \) represents the \( b \)th bit node excluded from the set \( B(c) \). \( q_{i,b}^{i_c,b} \), where \( i_c = 1,0 \), denotes the probability information from the bit node \( b \) to the check node \( c \). \( r_{i,b}^{i_c,b} \), where \( i = 1,0 \), denotes the probability information from the check node \( c \) to the bit node \( b \), and we can call the \( r_{i,b}^{i_c,b} \) is the extrinsic information for the \( b \)th bit node from the \( c \)th check node. There for a posteriori probability for bit node is calculated by collecting all the extrinsic information from the check nodes that connect to it, and we can operate in iterative steps.

Then we discuss when to stop the iterative process. BER in AWGN channel could perform to the best with 100-iteration, and the result...
shows BER can approach to the maximum performance with only 50-iteration [16]. Therefore, we set the maximum number iteration to 50 in order to speed up the system. If the number of iterations becomes the maximum number of iterations, the decoder stops and outputs the results.

4 Channel Estimation
In the Section 3, the channel response is assumed perfectly known. Here, the channel estimation technique used in the simulation results is described as follows.

4.1 Pilot symbol pattern
For channel estimation, insertion of pilot symbols is a practical solution. There are many pilot symbol patterns in OFDM systems. For example, continual pilot, scattered pilot, and pilot tones are used in different OFDM standards. Here we use continual pilot defined in Digital Video Broadcasting-Terrestrial (DVB-T) standard. The continual pilot symbol pattern we used in the simulation results is shown in Fig. 4. All subcarriers in a given time slot are dedicated to pilot symbols. The received pilot signals to be used by the estimator are now defined as a vector

\[
y_p = [y_{nK}^T \ y_{n+K}^T \ \cdots \ y_{n+(M-2)K}^T \ y_{n+(M-1)K}^T]^T
\]  \tag{26}

where \( K \) is pilot spacing and \( M \) is number of pilot symbols.

Then estimate channel can be known by \( \hat{h}_p = y_p / d_p = h_p + w_p / d_p \), estimate channel are defined as a vector

\[
\hat{h}_p = [\hat{h}_{nK}^T \ \hat{h}_{n+K}^T \ \cdots \ \hat{h}_{n+(M-2)K}^T \ \hat{h}_{n+(M-1)K}^T]^T \tag{27}
\]

4.2 Interpolation
We can estimation the channel coefficients for pilot symbols by the above method. But the channel coefficients for data symbols need interpolation between adjacent pilot symbols’ channel estimates. There are 1st, 2nd, and 3rd order interpolation methods. Here we adopt the smallest linear interpolation. Thus the channel impulse response can be estimated using

\[
\hat{h}(m) = \hat{h}(iK+c) = \hat{h}_p(i) + \frac{c}{K}[\hat{h}_p(i+1) - \hat{h}_p(i)] \tag{28}
\]

\( 0 \leq c < K, 0 \leq i < M \)

5 Simulation Results
In the simulations, we consider an OFDM system using BPSK modulation. The transmitter encodes data bits using (204,102), (408,204), and (816,408) Gallager encoders with rate 1/2 and column weight 3 in [Mac]. At the end of encoder every codeword block are randomly interleaved. The total number of subcarriers is \( N=32 \). The channel is modeled as the frequency selective fading Rayleigh channel with multiple paths \( (L=3) \). Each path gain is generated using Jake’s model [17] where channel gain is independent and varies in time. The normalized Doppler frequency \( f_d T=0.1 \), where \( f_d \) represents the maximum Doppler frequency shift and \( T \) is one OFDM symbol duration.

Fig. 5-7 show the BER performance comparison without channel estimation errors for (204,102), (408,204), (816,408) LDPC codes, respectively. A rate 1/2 convolutional encoder (CC) with constraint length 3 and the same codeword length are used for comparison [11]. Total three iterations are performed. The proposed SISO multi-carrier detection and sum-product decoding of the LDPC-coded OFDM system can achieve better error rate performance than SISO multi-carrier detection and BCJR decoding of convolutional coded-OFDM systems in mobile channels. The performance advantage is more significant as the codeword length increases. The simulation results show that the second iteration improves the performance significantly and the gain of the third iteration is smaller.

![Fig. 4 OFDM pilot symbol pattern](image-url)
Fig. 5. The performance comparison of the proposed turbo partial PIC/MMSE receiver of various iterations with (204, 102) LDPC codes (proposed scheme) and CC codes (previous scheme [25]).

Fig. 6. The performance comparison of the proposed turbo partial PIC/MMSE receiver of various iterations with (408, 204) LDPC codes (proposed scheme) and CC codes (previous scheme [25]).

Fig. 7. The performance comparison of the proposed turbo partial PIC/MMSE receiver of various iterations with (816, 408) LDPC codes (proposed scheme) and CC codes (previous scheme [25]).

In Fig. 8, we consider channel estimation error case where the pilot spacing $K$ is 10 and the number of pilot symbols $M$ is 4. Fig. 8 shows the non-perfected channel estimation performs worse than perfect channel estimation case by about 0.5 dB for the 3rd iteration.

Fig. 8. The performance of the perfected channel estimation and non-perfected channel estimation ($K=10, M=4$).

6 Decoding Complexity

We compare the complexity of the LDPC-OFDM (sum-product algorithm) decoding and CC-OFDM (BCJR algorithm) decoding using the results in [18].
6.1 CC_OFDM decoding complexity

First, we consider the decoding complexity of convolutional code scheme using the binary Log-MAP decoder. The information bit \( u_t, t \in \{0,1, \ldots, N-1\} \), and given the received coded be sequence of \( y = \{y_0, y_1, \ldots, y_{N-1}\} \), where \( N \) is the number of \( n \)-bit coded symbols. The a posteriori probability can be computed as follows:

\[
P_r \{ u_t = +1 \mid y \} = \sum_{S' (u_{i-1})} \alpha_i(s') \cdot \gamma_i(s', s) \cdot \beta_i(s)
\]

where \( S' \) is the set of ordered pairs \((s', s)\) corresponding to all state transition \((s_{i-1}=s') \Rightarrow (s_i=s)\) caused by data input \( u_t=+1 \), and \( S' \) is similarly defined for \( u_t=-1 \). The Log Likelihood Ratio (LLR) of \( P_r \{ u_t = +1 \mid y \} \) can be computed as:

\[
L(u_t \mid y) = \log \left( \frac{P_r \{ u_t = +1 \mid y \}}{P_r \{ u_t = -1 \mid y \}} \right)
\]

\[
= \log \left( \frac{\sum_{S' (u_{i-1})} \alpha_i(s') \cdot \gamma_i(s', s) \cdot \beta_i(s) / p(y)}{\sum_{S' (u_{i-1})} \alpha_i(s') \cdot \gamma_i(s', s) \cdot \beta_i(s) / p(y)} \right)
\]

(29)

(30)

where we have

\[
\alpha_i(s) = \sum_{s' \in S} \alpha_{i-1}(s') \cdot \gamma_{i}(s', s)
\]

\[
\beta_{i-1}(s') = \sum_{s' \in S} \beta_{i}(s) \cdot \gamma_{i}(s', s)
\]

\[
\gamma_{i}(s', s) = C_i(u_t) \cdot \gamma_i'(s', s)
\]

Let us now determine the complexity of decoder: \( \gamma_{i}(s', s) \) need \( n+1 \) multiplications and \( n-1 \) additions, where \( n \) is legitimate transmitted code bits corresponding to the information bit. As for \( \alpha_i(s) \) and \( \beta_{i-1}(s') \) each term require \( S \) number of multiplications and \( S-1 \) number of additions, where \( S=2^{Q-1} \) and \( Q \) is the constraint length of the code. Final the \( P_r \{ u_t = +1 \mid y \} \) require \( 2S \) number of multiplications and \( S-1 \) number of additions. Therefore, the total of \( 4S+n+2 \) number of multiplications and \( 3S+n-4 \) number of additions are required to computing. However, we also have \( P_r \{ u_t = -1 \mid y \} \) needed to calculate. By [18], the LLR in (30) need total of \( 2(4S+n+2)+1 = 8S+2n+5 \) number of multiplications/divisions and \( 2(3S+n-4) = 6S+2n-8 \) number of additions are required by decoder. But the multiplication is replaced by addition/subtraction in logarithmic domain, and the addition/subtraction is replaced by addition, subtraction, table lookup, and maximum operations in logarithmic domain [Rob95]. Suppose we ignore table lookup and maximum operation, one addition/subtraction is equal to two addition/subtraction operations in logarithmic domain. Thus the number of addition/subtraction in logarithmic domain is given by

\[
\text{comp} \{ \text{BCJR} \} = 8S+2n+5+2\times(6S+2n-8) = 20S+6n-11
\]

(31)

6.2 LDPC_OFDM decoding complexity

The decoding complexity per iteration of LDPC codes in conjunction with parity check matrix having a column weight of \( k \) and a row weight of \( j \) can be approximated in terms of additions and subtractions.

\[
\prod_{i=1}^{k} \sum_{j=1}^{k} \prod_{i=1}^{j} \left( 1 - 2P_{il} \right) = \log \left( \frac{P(S \mid x_d = 1, y)}{P(S \mid x_d = 0, y)} \right)
\]

(32)

where \( P_{il} \) is the probability the \( i^{th} \) bits in the \( i^{th} \) parity check set being a 1, \( \prod_{i=1}^{k} (1 - 2P_{il}) \) need (2k-3) number of multiplications and (k-1) additions, so we need (2k-3)\( j \) number of multiplications and (k-1) \( j \) additions. The above equation will require another \( j \times j \times j \) multiplications and \( 2j \times j \) additions. So the total required of (k+1)\( j \) additions and (2k-2)\( j \) multiplications.

The number of addition/subtraction in logarithmic domain for LDPC decoding is given by [18]

\[
\text{comp} \{ \text{LDPC} \} = (4k+j)\times j
\]

(33)

The convolutional decoding have \( n = 816, S = 2^{Q-1} \), where \( Q = 3 \), then \( S = 4 \). So the \( \text{comp} \{ \text{CC} \} \) is calculated to be 4965. The max \( \text{comp} \{ \text{LDPC} \} \leq 4050 \) \( (j=3, k=6, \text{low SNR iteration} \leq 50) \) and the min \( \text{comp} \{ \text{LDPC} \} \leq 810 \) \( (j=3, k=6, \text{high SNR iteration} \leq 10) \). We can see that decoding complexity of LDPC_OFDM is lower than that of CC_OFDM.

7 Conclusions

The iterative ICI cancellation and LDPC decoding has not been proposed for OFDM systems. In this paper, we propose to combine
two SISO modules: partial PIC/MMSE multicarrier detector (ICI cancellation) [11] and sum-product decoding of LDPC code (instead of BCJR decoding of convolutional codes in [11]). The proposed scheme has reduced decoding complexity (in terms of the number of addition/subtraction operations in Log domain) and the performance in fast-varying fading channels is better than [11], especially when the codeword length is longer.
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