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Abstract:-Orthogonal variable spreading factor (OVSF) codes in CDMA networks are designed to handle 
quantized data rates. Handling non-quantized data rates in such networks leads to code capacity wastage if 
traditional single code assignment is used. Although, the use of multiple codes reduce this wastage capacity but the 
use of large number of fixed rake combiners per call increase cost and complexity of the system. I propose zero 
wastage designs in which the rake combiner’s usage is made dynamic and the amount of rake combiners used 
depend upon the rate type, with more combiners given to the rate which deviates significantly from the quantized 
one. The average number of rakes per call is arbitrarily assumed, and if the rakes used for a particular call are less 
than the average (which happens for quantized or near quantized calls), the unused rakes can be used by future 
calls. The performance is significantly improved compared to the fixed rate systems. The amount of codes used on 
average is less than the codes required for existing multi code designs. In the reduced wastage capacity design, 
which is a special case of zero wastage designs, some wastage can be tolerated for simplicity and less equipment 
cost.  
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1   Introduction 
In CDMA based wireless networks, variable rates are 
handled by OVSF codes. The number of codes used 
per call depends upon the traffic type. Few years 
back, one code was used from the code tree for each 
call. The use of single code for new call may produce 
code blocking due to following reasons: 1) the 
scattering of vacant codes in the code tree; 2) 
quantized nature of rate handling capability of codes. 
The scattering of vacant codes creates external 
fragmentation problem [1], and can be avoided by the 
efficient single code assignment designs. The 
quantized nature of code capacity produces internal 
fragmentation [1], which cannot be eliminated by 
single code designs. For example, a new user with 
rate 17R (R is 7.5 kbps for WCDMA system), requires 
code with capacity 32R producing heavy wastage 
capacity 15R (32R-17R), which is 46% of 32R 
capacity code. To eliminate code capacity wastage, 
multiple codes are used for calls. A large number of 
multi code designs are available in literature, but none 

of them eliminate code wastage completely. We 
propose multi code designs to eliminate code wastage 
capacity completely. These designs utilize variable 
number of rake combiners depending upon rate/traffic 
type.  

OVSF codes are generated from binary tree 
structure given in [2]. Two different codes of the tree 
can be used only, if they don’t have parent child 
relationship. This is due to the orthogonal property of 
the OVSF codes, which states that the two codes are 
orthogonal if, they does not appear in the same branch 
from root to a specific child. The maximum capacity 
of the code tree is equal to root code capacity. The 
OVSF codes suffer from the drawback of code 
blocking, which avoids utilization of full code tree 
capacity for new calls. To illustrate the code blocking, 
consider a 7 layer OVSF tree shown in Fig. 1, with 
busy codes C1,12, C1,56, C1,64, C2,2, C3,6 and C5,3, which 
makes used code tree capacity equal to 25R. The code  

lnlC , represents code in layer l with id nl. The 

remaining capacity 64R-25R=39R is still available for 
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future calls. If a call with rate 16R arrives, and if the 
single code assignment facility is assumed, the call 

cannot be handled due to absence of 16R vacant code 
in the code tree, although the system has vacant 
capacity of amount 39R available. This is code 
blocking discussed earlier, and happens because the 
ancestors and descendants of a busy code are blocked 
and cannot be used by new calls. 

A large number of single code and multi code 
assignment designs exist in literature. In left code 
assignment (LCA) [3], the new call is assigned a code 
from left side of the code tree. In crowded first 
assignment (CFA) [3], the optimum code lies in the 
most crowded area of the code tree. Though the CFA 
design is complex, but still this is most common 
single code design, as it reduces code blocking 
significantly. In fixed set partitioning (FSP) [4], the 
entire tree is partitioned into fixed portions and each 
portion is reserved for separate call rate class. 
Therefore, the number of partitions is equal to the 
number of classes. In dynamic code assignment 
(DCA) [5], the code reassignments are done in such a 
way that full code tree capacity is utilized. The 
optimum code is the one which require least code 
reassignments. The computationally efficient dynamic 
code assignment with call admission control (DCA-
CAC) [6] reduces the complexity of traditional DCA 
further using two different ways: 1) Total resources 
are divided into number of mutually exclusive groups, 
with the numbers of groups equal to number of call 
arrival classes, 2) By deliberate rejection of those 
calls which may produce large code blocking for 
future higher rate calls. The fewer codes blocked 
(FCB) design presented in [7], selects a vacant code 
for assignment, which results in minimum number of 
parents blocked, that were not blocked previously. 
The recursive fewer codes blocked (RFCB) [8] design 
runs on top of FCB, with the additional benefit of 
resolving ties in amount of codes blocked, by ordered 

selection among candidate codes. The design in [9] 
assigns new call to a vacant code whose neighbor is 

handling the latest call in a particular layer, i.e., all the 
calls coming at almost similar times are grouped, so 
that this area become vacant in almost similar time. 
The multi code assignment schemes reduce rate 
wastage and code fragmentation.  In multiple leaf 
code reservation scheme (MLCR) [10], the bandwidth 
reservation is done in advance for users, and the 
amount of codes reserved depends upon the user 
bandwidth. Further the bandwidth (code) reservation 
is temporary and codes are made unreserved after call 
admission process. The MLCR scheme provides 
fairness to the users with different bandwidth 
requirements. The multi code design in [11] finds the 
most suitable multi code combination required for a 
new call. The use of multiple codes results in more 
fragmented tree when the call is terminated, which 
leads to more code blocking of higher rates. The 
multirate multicode compact assignment (MMCA) 
[12] scheme, uses the concept of compact index to 
accommodate QoS differentiated mobile terminals. It 
does not perform code rearrangement and supports 
mobile terminals with different multi code 
transmission capabilities. The MMCA design 
supports multirate real-time calls and keeps the code 
tree as flexible as possible while accepting new 
multirate calls. The multi code scheme [13] derives 
the optimal code under the constraints of allocated 
code amount and maximal resource wastage ratio. It 
gives superior performance using two and three codes 
in a multi code with a crowded-group-first strategy. 
The code utilization and blocking benefits are 
significant for a resource wastage ratio of 40%. The 
time based code assignment [14] explains the impact 
of remaining time for reducing code blocking. All 
above multi code designs try to use maximum rake 
combiners to due to the external fragmentation 
problem. The zero wastage designs proposed in our 

      Busy code          Vacant code         Blocked code 
 
Fig.1 A 7 layer OVSF code tree with maximum capacity of 64R and the used capacity of 25R 
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paper uses these rakes dynamically. The mobile 
station (MS) or base station (BS) requires more rake 
combiners than the existing systems, but the cost and 
complexity is not increased because the number of 
rake combiners utilized on average is not higher than 
the existing designs although the MS or BS can have 
more rake combiners available. Each call is handled 
by minimum rakes, and if a specific call requires 
fewer rakes than a specified number, the pending 
rakes (maximum rakes-used rakes) can be carried 

forward to the next call which may not be handled 
otherwise due to insufficient rake combiners. For the 
worst case, all the rake combiners available at MS are 
utilized, and if the system is dominated by non-
quantized rates (and specifically rake consuming rates 
which will be defined later), the wastage capacity can 
be completely eliminated. 

The paper is organized as follows. Section 2 
discusses various OVSF data rate types. Section 3 
explains the proposed multi code designs. Simulation 

results are given in section 4, and the paper is 
concluded in section 5. 
 
 
2   OVSF data rate types 
2.1 Quantized Rates 

The rates in the form LlRl ≤≤− 1,2 1  are called 
quantized rates, and can be handled by single code 
(rake) if the vacant code with capacity Rl 12 − is 

available. The multi code assignment provides the 
two additional benefits while handling quantized 
rates: 1) Provide fairness to users with different call 
rates; 2) Increase the interference suppression. The 
higher spreading factor (SF) of a call increases the 
interference suppression capability especially due to 
burst errors. For a quantized call with rate 2l-1R, if the 
system is equipped with r rakes, there are three ways 
to handle the call. 

 

 
 
                          Fig.2 Call handling with minimum rakes 
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2.1.1 Call handling with minimum codes 
The codes used for new call are least. The design is 
simple and cost effective, but it may produce wastage 
and blocking because the low rate codes are not better 
utilized. The call handling algorithm is given in Fig. 
2. 
 
2.2.2. Call handling with maximum codes 
The algorithm is costly, but the blocking and wastage 
is significantly less than the design using minimum 
codes. The call handling algorithm is given in Fig. 3. 
 
Due to maximum rakes use, the design provides least 

code scattering, and hence future availability of high 
rate codes is maximum. 
 
2.1.2 Call handling with optimum fairness  

The algorithm works in such a way that no single rate 
type is over served or under served. The design is 
illustrated in Fig. 4. 
Convert rate 2l-1R into r fractions with where r-2 
fractions are with capacity 12,2 −≤≤− riRil  and two 
fractions with capacity Rrl2 − each. 
 
 
2.2  Non-quantized Rates 

As mentioned earlier, the rates not in the form of 
2l-1R are called non-quantized rates. For a new call kR, 

12 22 −− ≤≤ mm k , define wastage capacity for single 
rake system as  

11
1, 2)2( −− −= mm

k kWC                   (1)                   

In (1), 1,kWC represents the fraction of single code 
capacity (with total capacity 2mR) wasted in handling 
kR rate user.  Some of the properties of wastage 
capacity are given as  
§ For input rate kR, if wastage capacity is zero for r 
rake system, i.e. WCk,r=0, then it is guaranteed that  

,0
,2

=
++ lrk lWC  11 −≤≤ Ll                 (2) 

 In general, 
0

111 ,2
=

++∑ = Lrk L
l

lWC                     (3)  

§ For input rate kR, if wastage capacity is non zero 
and can be expressed as  

,/, qpWC rk = 11 −<< Lr , 121 −<< Lk , then 

),2/(
1,2

l
rk

qpWC l +=
++

kl ≥2                       (4) 

Similarly for integer i, and 11 −≤≤ Lli , 

],2/[ 1,21
∑+= =++∑ =

s
i

l

srk
i

s
i

il qpWC ks
i

li ≥∑ =1 2        (5) 

 
 

          Fig.3 Call handling with maximum rakes 

 
    

Fig. 4 Call Handling with optimum fairness 
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The wastage capacity in WCDMA networks for all 
possible data rates and rakes is illustrated in Table A.1 
given in appendix A. The algorithm to handle non-

quantized rate is given in Fig. 5. 
 
 

2.3  Rake Consuming Rates (RCR)   
For r rake system, all quantized and non-

quantized rates which cannot be handled by r codes 
(rakes) are called Rake Consuming Rates (RCR). 
More specifically, the quantized rate Rl 12 − is called 
RCR if the system does not have: 1) one vacant code 
with capacity Rl 12 −  or; 2) two vacant codes with 
capacities ,2 1 Rl− and Rl 12 − , or continuing maximum r 
steps; 3) the system does not have ‘r’ rakes with 
capacities RRRR rlrlll −−−− 2,2........2,2 32 . Similarly, the 
non-quantized rate 12, −≠ lkkR is in the category of 
RCR if ∑ ≠=

−r
i

l ki
1

12 , for all possible values 
of ],1[ Lli ∈ . All quantized and non-quantized rates 
which can be handled by r rake system are called non 
rake consuming rates (NRCR). Out of various rate 
categories, RCR rates are least dealt in literature. The 
RCR rates require additional rakes than r existing 
rakes. Our multi code design aims to reduce/nullify 
wastage capacity when the system is dominated by 
RCR rates.  

 
 

3  Multi code designs 
3.1 Zero Wastage Design I  

Considering r rakes in the system, if a call k1R 
arrives, let the minimum possible rakes required are 
r1. If rr ≤1 , the call k1R can be handled with r1 rakes 

 
   

Fig. 5 Non- quantized rates handling 

Y 

N 

Enter input parameters like code tree 
size L, number of rakes r etc. 

Generate call kiR 

Convert ki into m fractions 

miil ≤≤− 1,2 1  

is m<r ? 

The pending rakes of previous calls 
are ∑−×− −

=
1
1)1( i

j irri . The ith call uses 

rakes mrrir i
j i −∑×−+ −
=
1
1)1( . Therefore 

ith call consume )( rm −  additional 
rakes 

 

The pending rakes from previous 
calls are ∑−×− −

=
1
1)1( i

j irri . The 

ith call uses m rakes. Therefore ith

call contribute )( mr −

additional rakes 
 

Reject 
call 

 

Rakes carried forward are  

∑−× =
i
j irri 1  

 

Fig. 6 Flowchart for zero wastage design I 

Y 

N 

Y N 

Current_capacity_used+kiR < 
max._code_tree_ capacity? 

 

m vacant codes with capacity 

miRil ≤≤− 1,2 1  are available  
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and the unused rakes r-r1 are carried forward to next 
call k2R. Therefore the maximum rakes available to 
handle second call k2R are )( 1

max
2 r-rrr += . If this call 

requires r2 rakes, the call can be handled without 
wastage if )( 12 rrrr −+≤ . Similarly, for ith call kiR, 
the maximum rakes which can be utilized are  

∑−×= −
=
1
1

max i
j ji rrir                     (6) 

If the rakes used by ith call are ri, the rakes carried 

forward to handle (i+1)th call are ii rr −max . Therefore, 

in this design the unused rakes of previous calls are 
utilized by current call. The design always produce 
zero wastage if r >>1. Even, for nominal value of r 
(say L/2), the algorithm produces zero wastage. The 
design is particularly useful if the system has large 
rake consuming rates. The flowchart of the design is 
shown in Fig. 6, illustrating the procedure to handle ith 
new call. For illustration of zero wastage designs I, 
consider a 7 layer code tree shown in Fig. 1. Let the 
calls arrive in pattern 2R, 16R, 15R, R, R, R, 2R and 
R. The system is assumed to have 3 rakes. Starting 
with the first call 2R, the minimum rakes (codes) used 

is one, and is C2,1, as shown in Fig. 7. The identifier 1 
around code C2,1 signifies handling of 1st call, and the 
optimum codes C2,1 is selected according to CFA [3] 
design. Similarly, identifier xy around a code 
represents that the code is handling yR rate fraction of 
call x. The balance rakes available after handling 1st 
call are 3-1= 2, and are carried forward to handle the 
2nd call. The next call is 16R, which can use 5 (2 
pending rakes and 3 regular rakes). Considering 

minimum rakes usage again, the call is handled by 3 
rakes (8+4+4), which are represented by 28, 24, and 

24. The relationship in pending rakes, rakes used and 
rakes carried forward for all calls is given in Table 1. 
For last two calls 2R and R, the rakes carried forward 
are 8 and 10, making total rakes available for these 
calls 11 and 14, which exceeds the maximum rakes 
required by any call which is L (L is 7 for the example 
assumed). The status of the code tree after handling 
all calls is shown in Fig. 7. 
 
 
3.2 Zero Wastage Design II 

Table 1 Rakes usage for examples in Fig. 3 and Fig. 4 in zero wastage and reduced wastage designs 

Arrival 
Rate 

Zero wastage design I Zero wastage design II Reduced wastage design 

Pending rakes 
(say 0 initially) + 

r 

Rakes 
used 

Rakes 
carried 
forward 

Pending rakes 
(say 0 initially) + 

r 

Rakes 
used 

Rakes 
carried 
forward 

Pending rakes 
(say 0 initially) 

+ r 

Rakes 
used 

Rakes 
carried 
forward 

2R 3 1 2 3 1 2 3 1 2 

16R 5 3 2 5 3 2 5 3 0 

15R 5 5 0 5 5 0 3 Call rejected 

1R 3 1 2 3 1 2 3 1 2 
1R 5 1 4 5 1 3 5 1 2 

1R 7 1 6 6 1 3 5 1 2 

2R 9 1 8 6 1 3 5 1 2 

1R 11 1 10 6 1 3 5 1 2 

 

   Previous Busy code         Vacant code        Blocked code            New busy code    

  

C2, 2 
1 

C1,12 4 5 6 

7 

8 

C3,6 
 

24 
24 34 

34 32 C2, 1 

       

31 

Fig. 7 The updated code tree status for Fig. 1 using design I   

34 

C1,56 C1,64 

28 
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For an L layer code tree, the maximum rakes 
required to produce zero wastage are L-1. The design 
I keep on adding pending rakes even when the total 
rakes available go beyond L-1. In this design, the 
number of rakes carried forward can have two 
possible values: 1) if the pending rakes are 

11
1 −−∑ ≥−× −
= mLrri i

j j , the rakes carried forward to 

(i+1)th call are L-m-1;  2) if the pending rakes are 
11

1 −−<∑−× −
= mLrri i

j j , the rakes carried forward to 

the ith call is ∑−× −
=
1
1

i
j jrri . 

Considering the call pattern similar to the one 
assumed for design I, in zero wastage design II, 
maximum L-1 (equal to 6) rakes are carried forward 
to handle next call. The procedure is identical to 
design till 5th call. The number of rakes carried 
forward cannot be more than 3 (making pending rakes 
for new call 6). Hence the pending rakes for all calls 
after 4th call are different compared to design I as 
shown in Table 1.  

 
 

3.3 Reduced Wastage Design 
In this design, for a call kR, if minimum rakes 

required are r1, the rakes carried forward to the 
second call are r-r1. If second call requires minimum 
r2 rakes, there are two possible value for amount of 
rakes carried forward: 1) if rr ≤2 , the rakes carried 
forward to third call are r-r2, i.e., all previous pending 
rakes are discarded; 2) if rr >2 , the maximum rakes 

used are 1
'

1
'

1 , rrrrr −≤+ . The rakes carried forward 

are '
11 rrr −− . In general, for ith call, if rri ≤ arrival the 

rakes carried forward are r-ri, otherwise the rakes 
carried forward are '

1−−− ii rrr . The design is simple 
and cost effective because it requires only previous 
call rakes information.  

For illustration of the reduced wastage design, 
consider the call arrival pattern similar to the one used 

for design I and II, and 3 rakes availability in Fig. 1. 
The first call with rate 2R is handled with one rake as 
represented by 1 in Fig. 8, and the balance 2 rakes 

N
o 

Start 

N
o Y 

Fig. 9 Flowchart of the proposed multi code scheme 

N
o 

Y
o 

Enter input parameters like tree 
size L, number of rakes r etc. 

Generate call kiR 

Reject 
call 
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  N= [N1, N1, ...... NL] 

Arrange Nl 
Ll ≤≤1 coefficients in 

descending order 

For max (Nl), Ll ≤≤1 , the 
rate fraction 2l-1 is handled by 

one of the rakes 

Assign rate ( ∑−
=

t

i
tNk

1
) to rth rake 

Refresh 
Tree 

Do code 
assignments and 
reassignments 

kNt
j j =∑ =1 

r-1 steps 
followed ?  

Y
o 

capacity_used +kiR < 
max._code_tree_ capacity? 

 

C2, 2 
1 

C1,12 

C3,6 
 

24 C2, 1 

       

Fig. 8 The updated code tree status for Fig. 1 using reduced wastage design   
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   Previous Busy code         Vacant code        Blocked code           New busy code    
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will be carried further to handle the next call. The 
next call of rate 16R has a maximum of 5 rakes as 
discussed earlier. Using minimum rakes, the call is 
handled by 3 codes with rate 8R, 4R, 4R which are 28, 
24 and 24. As all the three rakes are consumed for 16R 
call, the number of rakes carried forward is zero. The 
next call of rate 15R requires 4 rakes, and hence is 
rejected. The next call of rate R now has its own 3 
rake quota available. So the call will be handled by 1 
rake, which is represented by 4. Similarly, all the 
remaining calls will be handled by codes represented 
by 5, 6, 7 and 8. The updated status of the tree is 
shown in Fig. 8. 

 
 

3.4 Fair multi code design 
The multi code design consists of the three steps: 

1) identify the available codes in each layer of the 
tree; 2) the layers are arranged in descending order of 
number of vacant codes; 3) use the code which has 

maximum availability. If the call is not quantized, 
repeat above two steps until all rate fractions are 
handled. 

For a new call kR, define vacant code vector N 
giving vacant codes in each layer, i.e., N = 
[N1,N2,……NL], where Nl is the number of vacant 
codes available in lth layer. A vacant code in layer l is 
included in Nl if all its ancestors are blocked. Arrange 
coefficients Nl , Ll ≤≤1 in descending order. 
Assuming that in the first attempt, the coefficient 

1l
N is largest, the first rake handles rate fraction 

112 −l R and decrement
1l

N by 1. The remaining capacity 

to be handled by (r-1) rakes is (2l-1- 112 −l )R, and again 
all the coefficients are arranged in descending order. 
If

2l
N is largest in second attempt, the vacant code in l2 

layer will handle rate fraction 122 −l R. If 

kll =+ −− 11 21 22 , procedure stops, otherwise the 
procedure is repeated to maximum (r-1) times. After 
(r-1) steps, the fraction of rate kR handled is∑ −

=
−1

1
12r

i
li . 

If we define, m=k-∑ −
=

−1
1

12r
i

li , find min(j)Rm≤2j-1. The 
rate fraction 2j-1R will be handled by rth rake.  

The flowchart for the fair multi code design is 
given in Fig. 9. For illustration of fair multi code 
design, consider OVSF code tree in Fig. 1 with 
N=[3,4,5,1,0,0,0], If a new call of 16R arrives and the 
system is equipped with 4 rakes, the combinations 
which can be used in the mentioned code tree are 
[8R,4R,4R] and [4R,4R,4R,4R] respectively. In both 
combinations, for each fraction, the algorithm 
recursively searches for a layer with maximum 
number of vacant codes. The value of N after utilizing 
combination I and II is [3,4,3,0,0,0,0] and 
[3,4,1,1,0,0,0,0] respectively. The combination 
[3,4,1,1,0,0,0] is preferred as it provides fair 
distribution of codes for future calls. Using CFA 

design, the optimum codes used are C4,4, C3,2 and C3,4 
respectively as shown in Fig. 10. 

 
 

4   Numerical Results 
For simulation, five classes of rates namely, R 
(7.5kbps), 2R, 4R, 8R and 16R are considered. The 
arrival rate for each of the lth class (denoted by lλ ) is 
assumed to vary between 1 and 4 calls per unit of 
time, and the call duration (1/ µ ) is assumed to be 1 
unit of time for all classes. If the traffic load for lth 
class is defined as λl/µ, the wastage capacity and other 
performances are compared for variable average 
traffic load λ/µ, where, ∑= =

5
1l lλλ . If for a layer l, l

iR  
denotes the rate of ith new call (quantized or non-
quantized), and l

iM denotes the sum of capacities of 

C4,4 
C3,4 

Fig. 10 The updated code tree status for Fig. 1 using fair multi code design   
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all used codes for this call, the wastage capacity can 
be rewritten as  

l
i

l
i

l
i

l
i RRMW /)( −=                    (7)  

where ∑= =

l
ir
j

l
ji

l
i CM 1 , , and l

ir is the number of rakes 

used, and the identifier l
jiC ,  represents capacity of jth 

code in the multi code l
iM . Considering Nl calls for 

layer l, the total wastage capacity for L layer system is 

given by 
∑ ∑ −=∑ ∑= = == =

L
l

N
i

l
i

l
i

l
i

L
l

N
i

l
i

ll RRMWW 1 11 1 /)(        (8) 
The first performance parameter considered is the 

code wastage capacity, and the comparison for the 
proposed reduced wastage design (represented by 

RWG) is done with multicode fragmentation (FRG) 
[1], multiple leaf code reservation (MLCR) [10], and 
multicode multirate compact assignment (MMCA) 
[12] designs discussed in section 1. The results are 
plotted in Fig. 11(a) and 11(b), in terms of rake 
consuming and non rake consuming rates only. Two 
distributions of RCR and NRCR rates are considered: 
1) the probability of RCR and NRCR rates arrival is 

70% and 30%; 2) the probability of RCR and NRCR 
rates arrival is 30% and 70%. In Fig. 11, the symbol 
des-n, represents n rakes availability in design des, 
e.g., FRG-3, represents the fragmentation design with 
3 rakes availability. The wastage capacity results Fig. 
11(a) and 11(b) shows that the wastage capacity in 
the proposed design is significantly less than the 
existing alternatives. Further, comparing Fig. 11(a) 
and 11(b), the wastage capacity in the system 
dominated by RCR rates scenario is slightly more than 
the one with dominating NRCR rates scenario. Also, 
the wastage capacity reduces as the number of rakes 
in the system increases. The zero wastage design 
results are not plotted because they produce zero 
wastage. 

The fairness in handling various rate users is also 
plotted in Fig. 12 for proposed fair multi code design 
(FMCD) with above mentioned schemes when the 
system has three rakes. The parameter 
maximum_blocking/average_blocking is used for 
fairness comparisons, and for perfect fair system, this 
parameter should have unit value. The results are 
plotted for the rate distribution RCR=70%, and 
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Fig. 11 Comparison of wastage capacity for 
distributions, (a) RCR rates=70%, NRCR 
rates=30%, (b) RCR rates=30%, NRCR 
rates=70%. 
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Fig. 12 Comparison of ratio of maximum 
blocking to average blocking for distribution, 
RCR rates=70%, NRCR rates=30%. 
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NRCR=30%, which clearly shows that the proposed 
FMCD design is, by far, the most fair design. 

 
 

5. Conclusion 
The use of multiple codes in OVSF based CDMA 

always gives better results in handling non-quantized 
rates. Traditional multi code designs use either 
minimum rakes or maximum rakes for new rates. The 
use of more codes increases cost and complexity. The 
proposed multi code design uses the balanced rakes of 
quantized or closely quantized calls to handle non-
quantized calls designated as rake consuming rates in 
the paper. Only few extra channels need to be carried 
forward to new calls. The wastage capacity is 
drastically reduced giving reduction in number of 
calls rejected. The increase in complexity in this zero 
blocking design can be reduced by suboptimal design 
with little compromise in increase of wastage 
capacity. Work can be done to make rakes carried 
forward adaptive to the call arrival distribution. 
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Table A.1 Relationship between code wastage capacity and rakes for various user rates in 
WCDMA 

Rate (Rbps)

R
ak

es
 

N=1 2 3 4 5 6 7  

Rate (Rbps) 

R
ak

es
 

 

1 2 3 4 5 6 7 

1 0 0 0 0 0 0 0  65 63/128 0 0 0 0 0 0 
2 0 0 0 0 0 0 0  66 62/128 0 0 0 0 0 0 
3 1/4 0 0 0 0 0 0  67 61/128 1/68 0 0 0 0 0 
4 0 0 0 0 0 0 0  68 60/128 0 0 0 0 0 0 
5 3/8 0 0 0 0 0 0  69 59/128 3/72 0 0 0 0 0 
6 2/8 0 0 0 0 0 0  70 58/128 2/72 0 0 0 0 0 
7 1/8 1/8 0 0 0 0 0  71 57/128 1/72 1/72 0 0 0 0 
8 0 0 0 0 0 0 0  72 56/128 0 0 0 0 0 0 
9 7/16 0 0 0 0 0 0  73 55/128 7/80 0 0 0 0 0 

10 6/16 0 0 0 0 0 0  74 54/128 6/80 0 0 0 0 0 
11 5/16 1/12 0 0 0 0 0  75 53/128 5/80 1/76 0 0 0 0 
12 4/16 0 0 0 0 0 0  76 52/128 4/80 0 0 0 0 0 
13 3/16 3/16 0 0 0 0 0  77 51/128 3/80 3/80 0 0 0 0 
14 2/16 2/16 0 0 0 0 0  78 50/128 2/80 2/80 0 0 0 0 
15 1/16 1/16 1/16 0 0 0 0  79 49/128 1/80 1/80 1/80 0 0 0 
16 0 0 0 0 0 0 0  80 48/128 0 0 0 0 0 0 
17 15/32 0 0 0 0 0 0  81 47/128 15/96 0 0 0 0 0 
18 14/32 0 0 0 0 0 0  82 46/128 14/96 0 0 0 0 0 
19 13/32 1/20 0 0 0 0 0  83 45/128 13/96 1/84 0 0 0 0 
20 12/32 0 0 0 0 0 0  84 44/128 12/96 0 0 0 0 0 
21 11/32 3/24 0 0 0 0 0  85 43/128 11/96 3/88 0 0 0 0 
22 10/32 2/24 0 0 0 0 0  86 42/128 10/96 2/88 0 0 0 0 
23 9/32 1/24 1/24 0 0 0 0  87 41/128 9/96 1/88 1/88 0 0 0 
24 8/32 0 0 0 0 0 0  88 40/128 8/96 0 0 0 0 0 
25 7/32 7/32 0 0 0 0 0  89 39/128 7/96 7/96 0 0 0 0 
26 6/32 6/32 0 0 0 0 0  90 38/128 6/96 6/96 0 0 0 0 
27 5/32 5/32 1/28 0 0 0 0  91 37/128 5/96 5/96 1/92 0 0 0 
28 4/32 4/32 0 0 0 0 0  92 36/128 4/96 4/96 0 0 0 0 
29 3/32 3/32 3/32 0 0 0 0  93 35/128 3/96 3/96 3/96 0 0 0 
30 2/32 2/32 2/32 0 0 0 0  94 34/128 2/96 2/96 2/96 0 0 0 
31 1/32 1/32 1/32 1/32 0 0 0  95 33/128 1/96 1/96 1/96 1/96 0 0 
32 0 0 0 0 0 0 0  96 32/128 0 0 0 0 0 0 
33 31/64 0 0 0 0 0 0  97 31/128 31/128 0 0 00 0 0 
34 30/64 0 0 0 0 0 0  98 30/128 30/128 0 0 0 0 0 
35 29/64 1/36 0 0 0 0 0  99 29/128 29/128 1/100 0 0 0 0 
36 28/64 0 0 0 0 0 0  100 28/128 28/128 0 0 0 0 0 
37 27/64 3/40 0 0 0 0 0  101 27/128 27/128 3/104 0 0 0 0 
38 26/64 2/40 0 0 0 0 0  102 26/128 26/128 2/104 0 0 0 0 
39 25/64 1/40 1/40 0 0 0 0  103 25/128 25/128 1/104 1/104 0 0 0 
40 24/64 0 0 0 0 0 0  104 24/128 24/128 0 0 0 0 0 
41 23/64 7/48 0 0 0 0 0  105 23/128 23/128 7/112 0 0 0 0 
42 22/64 6/48 0 0 0 0 0  106 22/128 22/128 6/112 0 0 0 0 
43 21/64 5/48 1/44 0 0 0 0  107 21/128 21/128 5/112 1/108 0 0 0 
44 20/64 4/48 0 0 0 0 0  108 20/128 20/128 4/112 0 0 0 0 
45 19/64 3/48 3/48 0 0 0 0  109 19/128 19/128 3/112 3/112 0 0 0 
46 18/64 2/48 2/48 0 0 0 0  110 18/128 18/128 2/112 2/112 0 0 0 
47 17/64 1/48 1/48 1/48 0 0 0  111 17/128 17/128 1/112 1/112 1/112 0 0 
48 16/64 0 0 0 0 0 0  112 16/128 16/128 0 0 0 0 0 
49 15/64 15/64 0 0 0 0 0  113 15/128 15/128 15/128 0 0 0 0 
50 14/64 14/64 0 0 0 0 0  114 14/128 14/128 14/128 0 0 0 0 
51 13/64 13/64 1/52 0 0 0 0  115 13/128 13/128 13/128 1/116 0 0 0 
52 12/64 12/64 0 0 0 0 0  116 12/128 12/128 12/128 0 0 0 0 
53 11/64 11/64 3/56 0 0 0 0  117 11/128 11/128 11/128 3/120 0 0 0 
54 10/64 10/64 2/56 0 0 0 0  118 10/128 10/128 10/128 2/120 0 0 0 
55 9/64 9/64 1/56 1/56 0 0 0  119 9/128 9/128 9/128 1/120 1/120 0 0 
56 8/64 8/64 0 0 0 0 0  120 8/128 8/128 8/128 0 0 0 0 
57 7/64 7/64 7/64 0 0 0 0  121 7/128 7/128 7/128 7/128 0 0 0 
58 6/64 6/64 6/64 0 0 0 0  122 6/128 6/128 6/128 6/128 0 0 0 
59 5/64 5/64 5/64 1/60 0 0 0  123 5/128 5/128 5/128 5/128 1/124 0 0 
60 4/64 4/64 4/64 0 0 0 0  124 4/128 4/128 4/128 4/128 0 0 0 
61 3/64 3/64 3/64 3/64 0 0 0  125 3/128 3/128 3/128 3/128 3/128 0 0 
62 2/64 2/64 2/64 2/64 0 0 0  126 2/128 2/128 2/128 2/128 2/128 0 0 
63 1/64 1/64 1/64 1/64 1/64 0 0  127 1/128 1/128 1/128 1/128 1/128 1/128 0 
64 0 0 0 0 0 0 0  128 0 0 0 0 0 0 0 
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