An Image encryption using pseudo random bit generator based on a non-linear dynamic chaotic system
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Abstract: - This paper deals with the image encryption scheme based on non-linear dynamic chaotic system in stream cipher architecture. The narrowing of the numbers domain interval to [0.2, 0.8] and a double precision floating point format to encode float numbers to binary format were used for pseudo random stream generator. The results of the NIST statistical test suite and security analysis are given. The results show very good cryptographic properties and high security.
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1 Introduction

New rapid developments in the telecommunication technologies present new challenges for protecting the information from unauthorized access. It has intensified the research activities in the field of cryptography to fulfill the strong demand of the new secure cryptographic techniques [1]. Researchers from the nonlinear dynamics community have noticed a relationship between chaos and cryptography [2, 3]. Such properties as ergodicity, sensitivity to initial conditions/system parameters and mixing property are among them [4]. Chaotic systems can provide fast and secure data protection, which is crucial for multimedia applications [5, 6, 7]. So, the idea to use a non-linear chaotic dynamic system for data encryption is perspective.

In this paper the protection of images is in interest, while traditional ciphers like IDEA, AES, DES are not suitable for real time image encryption as these ciphers require a large computational time and high computing power [6, 7].

Most of image encryption designs are implemented in the form of block cipher although stream cipher can provide better security. In this paper an image encryption system, where stream generator is based on non linear dynamic chaotic system, is proposed. The initial conditions are generated and regularly updated using an external secure 128 bit key.

The test suite from National Institute of Standard and Technology (NIST) [4] was chosen to test sequences generated by proposed stream cipher. This suite is composed of several different well known tests. Each of them is applied to the same sequence of \( n \) bits and gives a P-value i. e. the probability that the sequence under the test is random. If a P-value for a test is determined to be equal to 1, then the sequence appears to have perfect randomness. A P-value of zero indicates that the sequence appears to be completely non random. It is well known that many tests present some flaws. A statistical test is formulated to test a specific null hypothesis (H\(_0\)). The null hypothesis under test is that the sequence being tested is random against the alternative hypothesis (H\(_a\)) for which the sequence is not random. We can commit two errors:

1. Reject H\(_0\) when the sequence is generated by a perfect random generator (Type I error);
2. Accept H\(_0\) when the sequence is generated by a generator that is non random (Type II error).

A more intensive test, involving a number \( N \) of different sequences generated by the stream generator under test, was done to overcome the impasse.

The paper is organized as follow. Section 2 describes in detail the design of image encryption scheme. The analysis using NIST statistical test suite is given in section 3, the security analysis is given in section 4 and section 5 concludes the paper.

2 Image encryption and decryption scheme

Proposed image encryption and decryption scheme is presented in Fig. 1.
The most important part in this scheme is the stream generator. Proposed stream generator consists of two main parts:

1. The auxiliary generator (AG), based on two prime-modulus multiplicative congruential generators (PMMLCG). Parameters of PMMLCG were chosen as suggested in [11];
2. The non-linear dynamic chaos system (NLDCS).

For description of the NLDCS the following formula was proposed:

\[ x_{n+1} = (1 + \beta)(1 + 1/\beta) \cdot x_n(1 - x_n)^\beta. \]  

Here \( \beta \) is an integer in the range \( 1 \leq \beta \leq 4 \), \( x_n \in X = (0,1) \). The set \( X \) can be interpreted as a set of float numbers in a computer presentation. The theoretical background for this construction is presented in [8]. A functional model of this generator is presented in Fig. 2.

Two prime-modulus multiplicative congruential generators (PMMLCG1 and PMMLCG2) represent AG. Having adequately chosen the parameters (initial seeds are different for both generators) PMMLCG generates pseudo random numbers, which are divided by modulo \( m \), so the normalization is achieved. Zeros and ones as described in [10] are received. After that, each \( n \) bit sequence is mapped to \( n \) bit of other PMMLCG. As parameter \( \beta \) value must be integer value in the range \( 1 \leq \beta \leq 4 \), mapped bits are then transformed to decimal code by using “Bit to integer converter”, and, additionally, the constant equal to 1 is added. Next, \( \beta \) value is transmitted to NLDCS. NLDCS generates a set of float numbers in interval \((0;1)\). Numbers domain interval was narrowed to \([0.2;0.8]\) to get pseudo random bits and, according to IEEE 754 standard a double precision floating point format was used in order to encode float numbers to binary format (Fig. 3).

Thus 64 bits from one float number were obtained. Actually, to get more randomness, the highest 16 bits (2 bytes) were removed from 64 bits because they represent sign, exponent and mantissa highest bits that are usually not random (to increase bits randomness it is recommended to remove 3 or 4 bytes, but in this case the performance will decrease because 40 or 32 bits respectively from one float number will be received). Bit generation algorithm after the delivery of numbers to NLDCS is presented in Fig. 4.

2.1 Image encryption

As mentioned above, the purposed image encryption procedure uses 128 bit external secret key.
1. External secret key is divided into 8 blocks, referred to as sessions’ keys:
\[ K = k_1, k_2, k_3, ..., k_{16} \]  
(2)
Here \( k_i \) is group of two alphanumeric characters in hexadecimal (0-9 and A-F), that represents a session key.

2. An initial condition for nonlinear dynamic chaotic system (2) is calculated as follows:
\[ x_0 = \frac{B_1 \cdot 2^6 + B_2 \cdot 2^5 + ... + B_{127} \cdot 2^{126} + B_{128} \cdot 2^{127}}{2^{128}}. \]  
(3)
Here \( B_i \) are binary digits (0 or 1). After that initial condition is updated as follows:

a) First, the session keys are converted to decimal code and this shows the number of total number of iteration, which is equal to \( 2^{30} \) updata iteration, than the decimal code and this shows the number of total number of iteration, which is equal to \( 2^{30} \) updating parameter. Therefore, after some period time is updated again from the first session key.

b) Second, the appropriate session key is converted to binary and intermediate parameter \( x_n \) is calculated as follows:
\[ x_n = \frac{B_1 \cdot 2^6 + B_2 \cdot 2^5 + ... + B_{127} \cdot 2^{126} + B_{128} \cdot 2^{127}}{2^{128}}. \]  
(4)

c) Third, \( x_{n+1} \) parameter is updated according to this equation:
\[ x_{n+1} = (x_n + x_{n+1} + x_n) \mod 1. \]  
(5)

3. The initial condition for PMMLCG1 is calculated as follows:
\[ X_{n+1}^{(PMMLCG1)} = \sum_{i=1}^{128} B_i \cdot 2^{i-1} \mod (2^{31} - 1), \]  
(6)
and for PMMLCG2 as:
\[ X_{n+1}^{(PMMLCG2)} = \sum_{i=97}^{128} B_i \cdot 2^{i-1} \mod (2^{31} - 1). \]  
(7)
Here \( B_i \) are binary digits (0 or 1). PMMLCG has reiteration property. Therefore, after some period parameters must be updated, thus:

a) The sessions keys are grouped in to four groups: \( m_1 = \{k_1, k_2, k_3, k_4\} \) ... \( m_4 = \{k_{13}, k_{14}, k_{15}, k_{16}\} \).

b) Then each PMMLCG generator reaches the total number of iteration, which is equal to \( 2^{30} \), the parameters are updated as follows:
\[ X_{n+1}^{(PMMLCG1,2)} = \left( \sum_{j=31}^{32} B_j \cdot 2^{j-1} + X_n \right) \mod (2^{31} - 1). \]  
(8)
Here \( B_i \) are binary digits (0 or 1) and \( m - \) groups of session keys and it increases by 1, then PMMLCG reaches the total number of iteration. When the last \( m \) group is reached, the parameter \( X_{n+1}^{(PMMLCG1,2)} \) is updated again from the first group \( m_1 \).

After stream generator has been initiated, the image is converted to binary data stream and encryption is done using XOR operation. For decryption procedure, the same external key must be used.

3 The NIST statistical test suite

NIST Test Suite is a statistical package consisting of 15 tests [9]. To perform stream generator analysis with NIST Test suite and get more reliable results for our research on the stream generator, 100 (sample size \( N = 100 \)) different binary sequences have been generated. A significance level \( \alpha = 0.01 \), as suggested by NIST, has been used for the analysis of P-values obtained from various statistical tests.

NIST recommends two strategies to perform the analysis of the generator. First, to check if the P-values are uniformly distributed in the interval [0, 1] with a goodness of fit test, and second, to calculate proportion of sequences passing a test and compare it with the expected value [9].

The distribution of P-values for a large number of binary sequences (\( N \= 100 \)) has been examined to check the uniform distribution of P-values for each test. The computation is as follows [9]:
\[ X^2 = \sum_{i=1}^{n} \frac{(P_i - N/10)^2}{N/10}, \]  
(9)
where \( F_i \) is the number of occurrences that the P-value is in the \( i \)-th interval and \( N \) denotes the sample size (in our case \( N = 100 \)). The P-value \( \text{P-value}_T \) of the P-values is calculated using formula (10):
\[ P - \text{value}_T = \text{igamc} \left( \frac{9}{2}, \frac{X^2}{2} \right), \]  
(10)
where \( \text{igamc} \) is the incomplete Gamma function. If \( P - \text{value}_T \geq 0.0001 \) then the P-values are considered to be uniformly distributed. The results of each statistical test are presented in Table 1.

**Table 1. The results of NIST Statistical Tests**

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Statistical Test</th>
<th>( P_{\text{value}_T} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Frequency (Monobit)</td>
<td>0.040108</td>
</tr>
<tr>
<td>2</td>
<td>Block Frequency (( M = 128 ))</td>
<td>0.102526</td>
</tr>
<tr>
<td>3a</td>
<td>Cumulative Sums (Forward)</td>
<td>0.289667</td>
</tr>
<tr>
<td>3b</td>
<td>Cumulative Sums (Backward)</td>
<td>0.115387</td>
</tr>
<tr>
<td>4</td>
<td>Runs</td>
<td>0.699313</td>
</tr>
<tr>
<td>5</td>
<td>Longest Runs of Ones</td>
<td>0.759756</td>
</tr>
<tr>
<td>6</td>
<td>Binary Matrix Rank (( M = 32 ))</td>
<td>0.289667</td>
</tr>
</tbody>
</table>
7 Spectral DFT 0.678686
8 Non-periodic Templates (m=1) 0.115387
9 Overlapping Templates 0.883171
10 Maurer’s Universal (L=7,Q=1280) 0.798139
11 Approximate Entropy 0.224821
12 Random Excursions (x = +3) 0.445459
13 Random Excursions Variant (x=-3) 0.108791
14 Linear Complexity (M = 1024) 0.616305
15a Serial (m = 16) 0.637119
15b Serial (m = 16) 0.350485

* Number of sequences N=100, size of sequence n=10^6 bits.

Graphical representation of the results is presented in Fig. 5. Results form Table 1 and Fig. 5 show that requirements for the uniform distribution are met. So, conclusion was made that bits generated by proposed generator are uniformly distributed.

Fig. 5. P-value for each NIST statistical test. Dashed line represents the threshold value of P-value.

The range of acceptable proportion was calculated to calculate proportions of the sequences passing the tests. The range of acceptable proportion is determined by the following formula:

\[ \hat{p} \pm 3 \cdot \sqrt{\hat{p}(1-\hat{p})/N} \].

Here \( \hat{p} = 1 - \alpha \), and \( N \) is a number of generated sequences. In our case \( N=100 \), so the range of acceptable proportion is 0.99±0.02985 (1.01985; 0.96015). The results of proportions of the sequences passing the tests are presented in Table 2.

Table 2. The results of proportions of the sequences passed the tests**

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Statistical Test</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Frequency (Monobit)</td>
<td>0.9700</td>
</tr>
<tr>
<td>2</td>
<td>Block Frequency (M=128)</td>
<td>1.0000</td>
</tr>
<tr>
<td>3a</td>
<td>Cumulative Sums (Forward)</td>
<td>0.9800</td>
</tr>
<tr>
<td>3b</td>
<td>Cumulative Sums (Backward)</td>
<td>0.9700</td>
</tr>
<tr>
<td>4</td>
<td>Runs</td>
<td>1.0000</td>
</tr>
<tr>
<td>5</td>
<td>Longest Runs of Ones</td>
<td>1.0000</td>
</tr>
<tr>
<td>6</td>
<td>Binary Matrix Rank (M=32)</td>
<td>1.0000</td>
</tr>
<tr>
<td>7</td>
<td>Spectral DFT</td>
<td>0.9900</td>
</tr>
<tr>
<td>8</td>
<td>Non-periodic Templates (m=1)</td>
<td>0.9900</td>
</tr>
<tr>
<td>9</td>
<td>Overlapping Templates</td>
<td>1.0000</td>
</tr>
<tr>
<td>10</td>
<td>Maurer’s Universal (L=7,Q=1280)</td>
<td>0.9900</td>
</tr>
<tr>
<td>11</td>
<td>Approximate Entropy</td>
<td>0.9900</td>
</tr>
<tr>
<td>12</td>
<td>Random Excursions (x = +3)</td>
<td>1.0000</td>
</tr>
<tr>
<td>13</td>
<td>Random Excursions Variant (x=-3)</td>
<td>0.9900</td>
</tr>
<tr>
<td>14</td>
<td>Linear Complexity (M = 1024)</td>
<td>0.9900</td>
</tr>
<tr>
<td>15a</td>
<td>Serial (m = 16)</td>
<td>0.9900</td>
</tr>
<tr>
<td>15b</td>
<td>Serial (m = 16)</td>
<td>0.9900</td>
</tr>
</tbody>
</table>

** Number of sequences N=100, size of sequence n=10^6 bits.

Graphical representation of the results is shown in Fig. 6.

Fig. 6. Proportions of the sequences passing the tests. Dashed line represents the range of acceptable proportion.
From a computed proportion for each NIST statistical test a conclusion was made that sequences generated by a proposed generator are inside acceptable proportion range.

4 Security analysis

A good encryption procedure should be robust against cryptoanalytic, statistical and brute force attacks. In this section the security analysis of proposed scheme is discussed to show that it is secure against most common attacks.

4.1 Visual analysis

To perform a visual analysis the several images there encrypted and original and encrypted images were compared. An example of this visual analysis is presented in Fig. 7.

The comparison of original and encrypted images shows, that in encrypted image no visual information is observed.

4.2 Histogram analysis

An image histogram illustrates how pixels in an image are distributed at each color intensity level. The histograms of several encrypted and its original images have been analyzed. The histograms analysis of image presented in Fig. 7 for red, green and blue channels are shown in Fig. 8.
Fig. 8 shows that the histograms of encrypted image are nearly uniformly distributed and significantly different from the respective histograms of the original image. Analysis of several different images has shown similar results.

### 4.3 Correlation coefficient analysis

To test the correlation between two adjacent pixels in original image and encrypted image, the image, presented in Fig. 7 was used and the following procedure was carried out. First, the image was converted to grayscale. Second, random selection 1000 pairs of two adjacent (in horizontal and vertical direction) pixels from an image were made. Then, referring to [6], the correlation coefficient was calculated using the following formula:

$$r_{xy} = \frac{N \cdot \sum (x_i \cdot y_i) - \sum x_i \cdot \sum y_i}{\sqrt{\left(N \cdot \sum x_i^2 - \left(\sum x_i\right)^2\right) \left(N \cdot \sum y_i^2 - \left(\sum y_i\right)^2\right)}}$$

(12)

where $x$ and $y$ are the values of two adjacent pixels in the image and $N$ is the total number of pixels selected from the image.

In Fig. 9 the distribution of two adjacent pixels in both directions (vertical and horizontal) respectively in original and encrypted image is shown.

By comparing distributions in original and encrypted images it is clear, that pixels in original image are highly concentrated, but pixels in encrypted image are uniform distributed.
c) The distribution of two vertically adjacent pixels in the plain image

\[
\text{Pixel value on location } (x,y) \rightarrow (x,y+1)
\]

d) The distribution of two vertically adjacent pixels in the encrypted image

Fig. 9. The distribution of two adjacent pixels in the plain image and encrypted images

The correlation coefficient results are shown in the Table 3.

Table 3. The results of correlation coefficient analysis

<table>
<thead>
<tr>
<th>Direction</th>
<th>Correlation coefficient of original image (Fig. 7, grayscale)</th>
<th>Correlation coefficient of encrypted image (Fig. 7, grayscale)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal</td>
<td>0.97815</td>
<td>0.00828</td>
</tr>
<tr>
<td>Vertical</td>
<td>0.95618</td>
<td>-0.03290</td>
</tr>
</tbody>
</table>

Table 3 clearly illustrates that two adjacent pixels in the original image in both directions are highly correlated. Correlation coefficients are 0.97815 and 0.95618 in horizontal and vertical directions respectively. But correlation coefficient in encrypted image is negligible, thus these correlation analyses prove that the proposed encryption procedure satisfies zero co-correlation.

The correlation coefficient study was extended by using the proposed encryption scheme. The USC-SIPI image database was used, which is a collection of digitized images available and maintained by the University of Southern California primarily to support research in image processing, image analysis, and machine vision. The database is divided into four different categories based on the basic character of the pictures [6]. The image database is freely available at http://sipi.usc.edu/database/.

To achieve our goal the second external secret key was used ‘8F02F124C7AD0C59CA2412DC1490E9FD’ and correlation coefficient was measured:

1. between original and its corresponding encrypted image;
2. for the two adjacent pixels in the encrypted image.

The results are presented in Table 4.

By comparing our results with results presented in [6] between original and its corresponding encrypted images it is seen, that our measured correlation coefficients are generally smaller.

Table 4. Correlation coefficients for the two adjacent pixels in the original and encrypted images using external secret key ‘8F02F124C7AD0C59CA2412DC1490E9FD’

<table>
<thead>
<tr>
<th>File name</th>
<th>File description</th>
<th>Size</th>
<th>Type</th>
<th>Correlation coefficient between the image and corresponding encrypted image</th>
<th>Correlation coefficient for the two adjacent pixels in the encrypted image</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1.01</td>
<td>Girl</td>
<td>256x256</td>
<td>Color</td>
<td>-0.002003</td>
<td>-0.002003</td>
</tr>
</tbody>
</table>
4.4 Sensitivity analysis

Encryption procedure must be key sensitive. So one bit difference in the key should provide significantly different results. To perform an analysis the lena.bmp image (512x512) presented in Fig. 10 was chosen and for key sensitivity testing the following procedure was carried out:

1. An original image was encrypted by external secret key ‘C9A4864CDC074CCF857248E75736991E’ (first step).

2. The same original picture was encrypted with slightly different external key with only one bit difference (second step)
3. Again, the same original picture was encrypted with slightly different external key, where the last significant bit was changed ‘C9A4864CDC074CCF857248E75736991F’ (third step);

4. Three encrypted images were compared.

For comparison correlation coefficients between three encrypted pictures were calculated using method described above. The results are shown in Table 5. Table 5 clearly renders that no correlation exists between three encrypted images even with slightly different secret keys.

Table 5. Correlation coefficient analysis between three encrypted images

<table>
<thead>
<tr>
<th>Image 1</th>
<th>Image 2</th>
<th>Correlation coefficient</th>
<th>NPCR, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encrypted image (first step)</td>
<td>Encrypted image (second step)</td>
<td>-0.001508</td>
<td>99.561</td>
</tr>
<tr>
<td>Encrypted image (first step)</td>
<td>Encrypted image (third step)</td>
<td>0.011862</td>
<td>97.936</td>
</tr>
<tr>
<td>Encrypted image (second step)</td>
<td>Encrypted image (third step)</td>
<td>-0.007157</td>
<td>99.254</td>
</tr>
</tbody>
</table>

The number of pixel change rate (NPCR) of two encrypted images with only one bit difference in the keys was measured. Results are presented in Table 5. Almost the same NPCR results we obtained with different encrypted images. According to our results, the conclusion was made, that proposed scheme is very sensitive to small changes in the external secret key.

Moreover, we tested, that image encrypted with ‘C9A4864CDC074CCF857248E75736991E’ was not correctly decrypted with slight different external keys. Those results clearly show high key sensitivity of proposed scheme.

The decrypted images using different external secret keys are shown in Fig. 10.
4.5 Key space analysis

Key space is the total number of different keys that can be used in the encryption. The proposed encryption scheme has $2^{128}$ different combinations of secret key. An image encryption system with such long key space is sufficient for practical use. Moreover, the initial conditions for proposed scheme are regularly updated and are dependent on external secret key.

5 Conclusions

This paper proposes an image encryption scheme based on non-linear dynamic chaotic system. The scheme is made in stream cipher architecture. In this paper it is shown, that proposed stream generator passes NIST tests for randomness. A detailed statistical analysis on the proposed encryption scheme is given. The experimental results showed, that proposed scheme has a large key space and high security level. Although the presented image encryption scheme has focused on an image encryption, but it can be widely applied in other information security fields.

References: