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Abstract: - The needs for bridging of digital divide in rural communities and the economics of currently 

available broadband access technologies motivate for innovate and deploy new system designs and 

applications.  The widely available and flexible WiFi technique meets the cost and suitability targets for rural 

broadband applications. To cope with the special requirements of rural communication, amendments of 802.11 

standards at the MAC protocol level has been introduced. These amendments were important due to the 

shortcomings of WiFi over long distances under the power constraints. This paper proposes a new 802.11 

point-to-multipoint (PMP) technique based on TDD/TDMA technique, this by using one of the access points in 

the system as centralized/gateway point to the others APs. The discussion includes the TDMA design, 

architecture on top of the conventional 802.11 MAC. The protocol convergence at the gateway between the 

access network and the backhaul is also presented. The simulation results present the performance analysis and 

validate the efficiency of the proposed scheme. 
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1 Introduction 
The needs of Internet and e-services for rural 

communities and remote sites using the available 

broadband access technologies motivate to innovate 

and deploy new systems design and applications.  
The widely available, and highly cost-reduced, WiFi 

hardware meets the cost target for rural applications. 

However, the current 802.11 MAC protocol does 

not designed to cope with such system, where it 

designed for local area network in indoor 

propagation environment [1]. In the long distance if 

WiFi SAT sends out data and due to propagation 

delay wait for an acknowledgment from the other 

radio that the data was received. If the transmitting 

radio doesn't receive the acknowledgment in a 

certain amount of time, it will assume that the data 

was lost, and it will resend it again. So using WiFi 

for long distances is needs some modifications in 

the MAC functionality.  

 

In this context, there are many works has been 

done using different criteria’s and prospective. In 

[1] and [2] Krishna et al. introduce a new design 

called wireless fidelity - rural extension (WiFiRe) 

for rural broadband voice and data access, based on 

the WiFi PHY and WiMAX IEEE 802.16 MAC 

layer, where a single channel multi-sector TDM 

MAC by employing directional antennas with 

simple scheduler are developed. The combination of 

IEEE 802.11b PHY and IEEE 802.16 MAC is 

introduced in 2000 by the IEEE 802.16.3 

WirlessHUMAN [4] (Wireless High-speed 

Unlicensed Metropolitan Area Networks) to get the 

advantages of the availability, low cost chipsets and 

license-free WiFi devices and well-designed 

WiMAX MAC with quality of service (QoS) [5]. 

WiFiRe is support maximum 25Mbps data rate in 

the DL by using two parallel sectors transmissions. 

The design was tested using VOIP simultaneous 

calls in all STAs, the throughput was improved 

about 3.5 times the conventional IEEE 802.11b [6].  

 
R. Patra et al. in [7] presents WiLDNet (WiFi-

based Long Distance (WiLD) networks) with mesh 

link configuration has the potential to provide 

connectivity at lower costs than traditional 

approaches based on IEEE 802.11 with several 

essential changes to the 802.11 MAC protocol, but 

continues to rely on standard WiFi network cards. 

WiLDNet used an adaptive loss recovery 
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mechanism using FEC and bulk acknowledgements 

to cope with the high propagation delay. HCCA 

(controlled channel access) and EDCA (enhanced 

distributed channel access) are introduced in IEEE 

802.11e to enhance the QoS over WiFi [8] [9].  In 

[10] Guo and Tzi proposed enhancement work to 

EDCA and HCCA using software-based TDMA 

algorithm for indoor enterprise WLANs 

applications. They propose a solution for VOIP 

frames QoS by eliminates the back-off overhead. 

QoS topics are out of this paper scope. 

 

This paper presents the modifications of 

IEEE802.11 wireless local area network from 

contention-based access to contention-free access, 

where a point-to-multipoint (PMP) -based 

TDD/TDMA technique on each (downlink) carrier 

is discussed. The protocol signaling and control 

messages are also discussed, where a new cross 

layer approach is introduced to transport feedback 

dynamically via MAC and TDMA layers boundaries 

to enable the compensation of the overload, latency 

and other mismatch between the two protocols by 

modify 802.11 MAC protocol parameters i.e. 

network allocation vector (NAV), SSID and packets 

encapsulation. The discussion includes the key 

issues of MAC system and architecture design and 
performance analysis for the protocol conversion 

including throughput, packet loss and TDMA slot 

time. 

 

This paper presents the modifications of 

IEEE802.11 wireless local area network from 

contention-based access to contention-free access, 

where a point-to-multipoint (PMP) -based 

TDD/TDMA technique on each (downlink) carrier 

at the backhaul is discussed. The signaling and 

control messages are also discussed [4], where a 

new cross layer approach is introduced to transport 

feedback dynamically via MAC and TDMA layers 

boundaries to enable the compensation of the 

overload, latency and other mismatch between the 

two protocols by modify 802.11 MAC protocol 

parameters i.e. network allocation vector (NAV), 

SSID and packets encapsulation. The discussion 

includes the key issues of MAC system and 

architecture design and performance analysis for the 

protocol conversion including throughput, packet 

loss and TDMA slot time. 

 

 

2 Network Backhaul Design and 

Configuration 

The objective of this broadband PMP Access 

system is to   provide wireless broadband access to 

the operator service nodes i.e. point of presence 

(POP) to remote customer locations. As shown in 

Figure 1, each remote location is served by a 

peripheral station that is able to offer a variety of 

service interfaces to end users [11]. These peripheral 

stations (i.e. AP) has two-way full duplex radio link 

to centralized station with PMP capability (i.e. BS-

node). The BS-node has two interfaces, one is the 

WiFi-based PMP access to the APs and the second 

is to WiMAX core network. Subscribers are 

transparent of the BS-node which is means it can 

connect to the APs through various network 

interfaces (i.e. Ethernet, WiFi, dial-up, etc) [12]. 

The system allows services to be provided to a 

number of subscribers, ranging from a few tens to 

many hundreds of users in the same rural area, and 

over a wide range of distances. In this paper our 

scope is to design the WiFi-based PMP backhaul 

network.   

 

The system will allow a point-to-multipoint 

(PMP) topology based on IEEE802.11 to cover wide 
highly populated metropolitan or sparse rural areas 

collecting various kinds of services [13]. Moreover, 

with the PMP scenario each area, served by a 

distributed system comprises of one central AP (BS-

node) and many other APs distributed as hotspot 

manner to connect the stations STAs to the Internet. 

 

Each AP is equipped with a high gain directional 

antenna in line or non-line of sight with the BS-

node. It receives the multiplexed traffic channels 

and de-multiplexes the information directed to the 

user served by the AP [14]. In its time slot APs 

transmits back to the BS-node, on a separate 
frequency (uplink), traffic and signaling 

information. Uplink transmission is slot based 

TDMA that is each AP is assigned a time slot to 

transmit in the TDD frame. One BS-node can 

support up to 50 Mbps of traffic payload per 

direction per sector [15]. Figure 2 is shows the 

protocol architecture for the proposed network. The 

network comprises of three sections backhaul 

network which is a high speed link i.e. WiMAX 

connect the WiMAX-BS to the Internet through 

gateway. Access network section connects the BS-

node with the APs using TDMA. The BS-node 

should contain bridge or protocol converter for the 

traffic in/out the network. End-user section is based 

on IEEE802.11 connections to the end-user. 

Mobility and roaming between different APs is out 

of scope this paper. 
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Figure 3 shows the proposed protocol converter 

(802.16/11 bridge), which is comprises of traffic 

classifier, scheduler and protocol encapsulation/de-

encapsulation. First, traffic is classified to 

internal/local and external traffics. Local traffic is 

the traffic from/to the access network under the 

same local access nodes also called intra-access 

point traffic. External traffic is the traffic from/to 

Internet. Traffics are scheduled in to two queues 
based on the traffic type’s i.e. local traffic queue and 

external traffic queue. A round robin simple 

scheduler is used. Finally, external traffic is 

encapsulated due to the different air interfaces. WiFi 

packets are encapsulated in the WiMAX frame in 

the upload link and vice versa for the download 

traffic. The procedure of the bridge is:3 

 

 

1: ALGORITHM 1 

2: //this section is for upload to the internet… 

3: //check incoming buffer for packets 

4: If buffer-empty() then 

5:     Break; 

6: else 
7:     check the packets headers for the MAC 

address using ARP protocol 

8: internal_traffic{if the address belong to the 

TDMA access points 

9: -then send the packets to the 

internal_queue_traffic } 

10: while(not buffer_full) do  

11:       
internal_queue_traffic=internal_queue_traffic+

1; 

12: else  
13:    packet_drop(); 

14:   send resend(); 

15: enf_else 

16: end_while 
17: External_traffic{otherwise send the packets to   

external_queue_traffic} 

18:    Check the packet_at_the queue_head {  

19:    Encapsulate();  } 

20: enf_if 
21: //this section is for download from the internet… 

22: //check incoming buffer in WiMAX interface for 

packets 

23: If buffer-empty() then 

24:     Break; 

25: else 
26: //take WiMAX header out and put the correct 

WiFi AP address from look-up table 

27:     de-encapsulates(); 

28: //Send the data frame to the local traffic queue 

   

 

 

Fig.1: wireless broadband network architecture 
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Fig.3: Protocol converter and bridge between IEEE 

802.16/802.11 

 

Fig.4: Multiple SSID for the access network 

 

At the access network the AP can connect with 

the BS-node with single or multiple SSIDs (Service 

Set IDentifier). In the single SSID all the APs 

assigned to the same SSID. In the case of few 

number of APs in the access, Multiple SSIDs can be 

employed which each access points assigned with 

separate SSID, this is allow to assign different 
policies and functions for each SSID which increase 

flexibility and efficiency of the network access. This 

is shown in Figure 4.   

 

 

3 Design of TDMA Algorithm 
IEEE802.11 has two modes DCF and PCF. 

Distributed Coordination Function (DCF) relies on 

CSMA/CA distributed algorithm and an optional 

virtual carrier sense using RTS and CTS control 

frames [16]. If the channel is busy during the DIFS 

(DCF Interframe Space) interval, the station defers 

its transmission. Point Coordination Function (PCF) 

is used for “infrastructure” mode, which provides 

contention-free frame transfer for processing time-

critical information transfers [17]. PCF is optional in 

the standard and only few vendors implemented it in 

their adapters.  

 

Two different periods defined at PCF mode: 

contention-free period (CFP) and contention Period 

(CP). CFP uses contention free-poll frames to give 

stations the permission to transmit. However, PCF 

has many drawbacks and limitations in long 

distance applications (i.e. up to tens of kilometers) 

this due to sensitivity of the acknowledgement 

(ACK) messages to propagation delay which is 

designed for contention-free local area networks 

 

Fig.2: wireless broadband system description and protocol Architecture. 
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purposes. Also, once a station reserves the access to 

the medium, it may occupy the medium for long 

time without any station can interrupt its 

transmissions even in the high priority traffics case; 

i.e. if the remote station has lower data rate due to 

the distance, then it will take long time to release the 

channel [18][19]. 

 

Consequently, it has been shown that [2] [3] 

TDMA-based MAC is suitable for long distance 

propagation delay. Most of the implemented 

solution for long distance WiFi-based network was 

used WiMAX like TDMA frame for conducting the 

PMP scenario. However, using WiMAX/TDMA 

above WiFi is increasing the system complexity and 

overhead since the WiMAX/TDMA has been built 

for the licensed-based and WiFi is built with 

unlicensed environment [20-23]. In this paper a 

design of TDMA over the 802.11 is presented. The 

function of the proposed TDMA is to disable the 

contention behavior of 802.11 (CSMA/CA) for 

contention-less MAC [24]. In this paper a new cross 

layer design is introduced between CSMA/CA and 

new logical TDMA layer, which the WiFi MAC 

frame is encapsulated in a logical TDMA header 

before forwarded to IP layer. The proposed protocol 

stack is shown in Figure 5. The CSMA/CA peer-to-
peer protocol is disabled and replaced with TDMA 

peer-to-peer protocol as shown with the dot-lines.   

 

Fig.5: Protocol flow of the TDMA-based PMP 

 

The logical TDMA header is added between IP 

header and MAC header. The function of the new 

header is to disable the random access feature of the 

CSMA/CA in 802.11 and replace it by logical 

TDMA function, which is maintains the 

synchronization of the local timers in the stations 

and delivers protocol related parameters. The frame 

is shown in Figure 6.  

 

The proposed TDMA header contains BCCH 

(broadcast control channel), FCCH (frame control 

channel) and RA (random access). The BCCH 

contains general information i.e. timestamp through 

time_stamp_update(), SSID, BS-node capabilities 

and random access time interval ra_interval(). All 

this parameters (except the RA time interval) is 

prepared and copied from the beacon frame (using 

beacon_content()) from the WiFi MAC device 

driver. The BCCH information helps the APs in the 

sleep, wakeup, transmitting and receiving times. 

 

 

Fig. 6: Additional TDMA header is added to WiFi 

frame 

 

The FCCH carries the information about the 

structure and format of the ongoing frame i.e. 

scheduler() and time_slot_builder(), containing the 

exact position of all slots and Tx/Rx times and 

guard time between them and scheduling. The 

random access (RA) field is uses when no schedule 

has been assigned to the AP. Non-associated APs 

use RA for the first contact with an AP using 

slot_time_request().  

 

Although, the new TDMA header is introduced 

at the cost of the performance due to the overhead, 

however, in the long distance applications with 

point-to-multiple-point infrastructure scenarios 

usually the numbers of stations are not too high 

compared with end-user part. In our scenario we 
consider 3 remote access points and one central 

access point (BS-node).  

 

By implementing TDMA_module() each APs 

would assigned with time slot within the TDMA 

frame. TDMA also saves power because each STA 

only needs to wake-up during these time slots in 

each frame. If new node (AP) wants to join the 

network it listens to the BCCH frame to get the 

initial parameters from the BS-node. Then it uses 

the RA period to send time_slot_request() request to 

the BS-node to request for time slot. The BS-node 

uses the FCCH field to update the new scheduling 

table in scheduler().  

 

The TDMA_module() assigns time slots for APs 

by taking copy of the NAV (network allocation 

vector) information (NAV_update()) from the WiFi 
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MAC layer and modifying it according to the 

schedule scheme. NAV is considered as virtual 

carrier sensing which is limits the need for 

contention-based physical carrier sensing. This is 

done by setting new back_off_counter() and 

NAV_new() in the TDMA_module() which  

indicates the amount of time that medium will be 

reserved for each time slots. The BS-node set the 

NAV value to the frame length time plus any other 

necessary messages to complete the current 

operation to make sure that no station (AP) will 

access the channel during the frame transmission.  

Other stations count down from the NAV to 0.  
 
When the NAV has nonzero value, the scheduler() 

send back to the WiFi MAC that indication that the 

medium is busy; before the NAV reaches 0, the 

back_off() and NAV_new() update the WiFi MAC 

with the new NAV. The destination address (DA) 

and source address (SA) in the MAC frame header 

and in the SSID is modified according to the new 

NAV and RR scheduling information.  Figure 7 

shows illustrate the flow of the process in cross-

layer concept and frame format of the proposed 

method are shown in Figure 8. The procedure of this 

approach is also given below: 

 

1: Core Module: 

2: Repoint the WiFi_MAC_SAP to TDMA_MAC 

3: Point the MAC-TDMA_SAP to IP 

4: TDMA_module() { 

5: //modify the NAV vector for virtual (fake) busy 

network busy 

6: If NAV() not_equal_to_zero then {       

7:         //copy the NAV value to new place to use it 

for new AP Network_entry   
8:          Copy CSMA/CA/NAV() to 

CSMA/CA/NAV_old()  

9:          Copy  TDMA()/NAV_new() to 

CSMA/CA/NAV() } 

10:          If NAV()=0 then { 

11:               // call NAV_update() 

12:               TDMA/NAV_update() 

13:              Set back-off counter() 

14:              Send the NAV_new() to scheduler() } 

15:              Scheduler(){ 

16:               //using round robin queue scheme           

Round_robin() } 

17: //time_slot_builder… 

18:            Time_slot_builder(){ 

19:            random_access(){ 

20:            // See if there are any time slot request  

21:            If time_slot_request(){ 

22:           Time_slot()++  }  

23:       else traffic(); } 

24:         } 

25:        //add the new TDMA header  

26:        // send the broadcast control channel 

(BCCH) 

27: bcch(){timestamp(); ra_interval; SSID;BS-

node capability}; 

28:      //for the RA using the same etiquettes used 

by contention period (CP) at the MAC level   

29: fcch() { 

30:       slots_time_builder() 

31:       Set frame_format(){ 

32:      Slot_time_interval; 

33:    }       

Data

ACK

DIFS

CWmin-CWmax

SIFS

RTS NAV1RTS NAV1

CTS NAV2CTS NAV2

Slot header MAC Header MAC Payload MAC tail

Frame format

Slots schedule

Clock

NAV

 

 Fig.8: Protocol and messages and frame format 

of the proposed method. 

 

4 Simulations and Configurations 

Setup 

Simulations are conducted using ns2.33. The 

scenario in Figure 9 shows four WiFi nodes. Node0 

is configured as TDMA BS-node (Node0) which is 

control the TDMA frame and performs scheduling 

for the other three nodes (Node1, Node2 and 

Node3). The BS-node is allocated at central point 
and the other APs distributed around and in the 

range of it; so we used Omni-directional antenna for 

this purpose. The simulation configuration 

parameters are shown in Table 1. 

Queuing and QoS are out scope of this paper, for 

simplicity and without loss of generality, in the 
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simulation a simple round Robin (RR) is used, 

where each station has slot in the frame. However 

any TDMA QoS scheme can replace round robin. 

Node0 is configured as BS-node, while the other 

three nodes (Node1, Node2 and Node3) configured 

as fixed-nodes. BS-node is working as a gateway 

between WiFi and WiMAX to the Internet and it 
allow packets to be exchanged between the two 

networks. In the simulation, we add TCP traffic 

generator for each node so each node can send the 

traffic within the time slot allocated and assigned to 

it in the TDMA frame.  

 

 

Fig. 9: Simulation setup for TDMA network 

scenario  

Table 1: Design parameters 

PARAMETER VALUE 

CWmin (The min size of the CW, in units of 

a Slot Time) 

15 

CWmax (The max size of the CW, in units of 

a Slot Time) 

1023 

Rx/Tx Switch Time 10 µs 

CCA Time 27 µs 

TXRX turnaround Time 10 µs 

Frame length 20ms 

Guard time between UL and DL 20 µs 

Random access time 20 µs 

NAV update 10ms 

Time slot 500µs 

Max data length allowed in one slot (byte) 1500 

Max number of slots in one frame 32 

Energy detect time 15µs 

 

Figure 10 shows the normalized throughput versus 

the random packet loss rate for different access time 

for the NAV update. The figure shows that the cross 

layer between the TDMA new layer and WiFi MAC 

layer that shown in algorithm 1 reduces the 

 

Fig.7: Cross-layer design for TDMA-based MAC. 
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throughput dramatically. However, if the NAV time 

does not updated frequently (at least each frame 

time) leads to increase the interference due to the 

random nature of the lower layers of the CSMA/CA 

(MAC and PHY). 
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Fig. 10: Normalized throughput and the random 

packet loss rate for different access time for the 

NAV update. 

Figure 11 shows the throughput for the TDMA 

network for five different values of time slots (4, 8, 

16, 32 slots). The throughput first decreases with the 

number of nodes and then increases slightly due to 

optimized points between the number of users and 

number of slots, where it is the case that there is no 

zero padding in the frame. The throughput again 

starts decreases after the small and quick jump. So 

the number of slots and number of nodes is designed 

before start transmission. The BS-node shall set the 

TDMA header with variable a slot_time for flexible 

adaptive Association/Reassociation nodes in the 

network.  

In Figure 12, we varied time slot size between 

0.1ms to 0.8ms; the packet loss ratio shows linear 
behavior between 0.8ms to 0.3ms. Also the figure 

shows that below 0.2ms time slots size, any slight 

change in the time slot size increases the packet loss 

ratio. So, as a result the optimum time slot size 

should be between 0.3ms to 0.8ms; the packet loss 

ratio shows linear behavior between 0.8ms to 0.3ms. 

Also the figure shows that below 0.2ms time slots 

size, any slight change in the time slot size increases 

the packet loss ratio. So, as a result the optimum 

time slot size should be between 0.3ms to 0.8ms. 

Here in we choose to use 0.5ms as the optimum 

point for the slot size.    

 

 

 

 

 

Figure 10: the normalized throughput vs 
number of nodes for different number of slot.  

 

 

 

Fig.12. time slots size vs. the packet loss ratio. 

 

 

5 Conclusions 
In outdoor long distance applications e.g. video 

streaming form traffic light cameras or Internet 

distributed network in rural areas, IEEE 802.11 

MAC protocol has fundamental shortcomings that 

CSMA/CA is fail to work well due to the high 

propagation delay, which is designed for indoor 

short distance applications. This paper presents 

cross-layer PMP-based TDMA network using 

802.11 lower layers. The discussion includes the 

key issues of MAC design, architecture and 

performance analysis i.e. throughput for different 

access time for the network allocation vector 

(NAV), time slot size and number of nodes. The 

achieved performances validate the efficiency of the 

proposed scheme. 
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