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Abstract: Peer-to-peer (P2P) file sharing has become increasingly popular, accounting for as much as 70% of In-
ternet traffic by some estimates. Recently, we have been witnessing the emergence of a new class of popular P2P
applications, namely, P2P audio and video streaming. While traditional P2P file distribution applications target
elastic data transfers, P2P streaming focuses on the efficient delivery of audio and video content under tight timing
requirements. In these applications, each node independently selects some other nodes as its neighbors and ex-
changes streaming data with neighbors. In this paper, we propose and investigate a full distributed, scalable, and
cooperative protocol for live video streaming in an overlay peer-to-peer network. Our protocol, termed P2P Un-
structured Live Media Streaming (PALMS), makes use of combination of push-pull score-based incentive method
to achieve high performance (in term of delay, stream continuity, cooperation, etc.). The main contribution of
PALMS is that it reduces the end-to-end streaming delay and in turn results better delivered quality. Furthermore,
with the implementation of score-based incentive mechanism, PALMS is resilient to existence of free-riders and
encourage cooperation among participating nodes. We have extensively evaluated the performance of PALMS. Our
experiments demonstrate that PALMS achieves good streaming quality even under the existence of free-riders.
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1 Introduction

Peer-to-peer (P2P) file sharing has become increas-
ingly popular, accounting for as much as 70% of In-
ternet traffic by some estimates. Recently, we have
been witnessing the emergence of a new class of pop-
ular P2P applications, namely, P2P audio and video
streaming. While traditional P2P file distribution ap-
plications target elastic data transfers, P2P streaming
focuses on the efficient delivery of audio and video
content under tight timing requirements. Still in its
infancy, both live and on-demand P2P streaming have
the potential of changing the way we watch TV, pro-
viding ubiquitous access to a vast number of chan-
nels, personalizing your TV experience, and enabling
roaming TV services. For a long time, traditional ap-
proaches that are client/server based e.g., Akamai [3]
have been used for streaming multimedia applications
over the Internet.

Over the past few years, P2P networks have
emerged as a promising approach for distribution of
multimedia content over a network. Some P2P net-
work related research is by the following authors
[11],[13],[15],[20],[22]. One form of P2P network,
the peer-to-peer overlay, offer a promising approach
to support one-to-many multimedia streaming appli-

cations without any special support from the network,
called P2P streaming. The basic building blocks for
P2P streaming, called nodes or peers, are no longer
passive receivers of data but can act both as clients
and servers at the same time. Stream data are simul-
taneously received, played, and passed to other con-
nected peers. The goal of P2P streaming mechanisms
is to maximize delivered quality to individual peers in
a scalable fashion despite the heterogeneity and asym-
metry of their access link bandwidth. An effective
P2P streaming mechanism depends on the effective
utilization of the outgoing bandwidth of most partici-
pating peers.

In this paper, we propose and study a fully dis-
tributed, scalable and cooperative protocol for P2P
streaming live and non-interactive media stream-
ing, called PALMS (P2P Unstructured Live Media
Streaming). Similar to DONet [22], PALMS is based
on data-driven and receiver-based unstructured over-
lay media streaming. PALMS is designed to operate
in conditions where nodes have heterogenous band-
widths and resources. In comparison to DONet, which
only employs pure pull method, PALMS employs a
combination of two methods for media streaming,
namely the pull method and push method.

The rest of the paper is organized as follows: In
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Figure 1: The organized view of PALMS that consists
of 7 nodes

Section 2, we discuss the overview system of PALMS.
In section 3, we discuss the analysis of pure pull
streaming method and detailed algorithms of push and
pull packets scheduling. We describe the details of the
simulation setting and performance metrics in Section
4. Section 5 provides the result of performance eval-
uation based on simulation in various conditions. Fi-
nally we present our conclusions and discussion on
future works in Section 6.

2 PALMS : System Overview

PALMS is based on data-driven and receiver-based
unstructured overlay media streaming. It is designed
to operate in scenarios where the nodes have heteroge-
nous and variable bandwidth resources. For the ease
of exposition, we refer to the media source as the
streaming server and receivers as clients. The term
peers and nodes are interchangeable, and refer to the
all the clients. Peers in PALMS implement data ex-
change policies that enforce and reward node coopera-
tion through a score-based incentive mechanism. The
incentive mechanism encourages cooperation among
participating nodes and allows gradual improvement
in the streaming of media content and in turn improves
the delivered quality of streaming.

PALMS consists of three major components: (i)
overlay construction mechanism, which organizes
participating peers into an overlay; (ii) streaming
scheduling mechanism, which determines the deliv-
ery of content from the streaming source to individual
nodes through the overlay; and (iii) incentive mecha-
nism, which determines service received by a peer as
a function of the bandwidth contributed by the peer.
In the following subsections, we describe the compo-
nents in PALMS.

2.1 Overlay Construction

In PALMS, nodes are functionally identical. They are
free to exchange control information and media con-
tent data from the stream. Participating nodes form
a randomly connected directed graph overlay network
as shown in Fig. 1. Each peer maintains a certain
number of connected nodes that are known as neigh-
bors. Each node receives media content from a cer-
tain number of parent nodes and relays the content to
a certain number of child nodes. Incoming and outgo-
ing degree denotes the number of connected parents
and child nodes respectively.

The basic task of the overlay construction mech-
anism component for each node is to be in charge of
finding appropriate neighbors for each node through
the gossip method so that the application layer net-
work can be successfully built up. To join the stream-
ing session, a new peer contacts the bootstrapping
node, (streaming server in the case of PALMS) to
learn about other participating peers upon arrival.
This could be regarded as the login process. The
bootstrapping node returns a list of randomly selected
peers that can potentially serve as parent nodes. The
new peer contacts these potential parent nodes to de-
termine whether they are able to accommodate a new
child node. This is by determining whether the parent
node still has enough allocation slots on the outgoing
degree. The peer also maintains a target incoming de-
gree. If a new peer cannot identify a sufficient num-
ber of parents from the reported list, it will contact
the bootstrapping node again to obtain another list of
potential parent nodes. A successful new peer is regis-
tered with the bootstrapping node and can be selected
as the parent node by other peers. Each new joined
node synchronizes the local clock with the bootstrap-
ping node during login process.

All the nodes will self-organize into an unstruc-
tured mesh. Each node has a member table that con-
tains a list of neighbor nodes obtained from bootstrap-
ping node. The information in member tables is en-
capsulated into a UDP packet and exchanged among
neighbors periodically. Each node updates its mem-
ber table in accordance with the member table sent by
its neighbors. Each node sends a periodical heartbeat
message to update its neighbors. If a node does not
update its neighbors periodically, it will be removed
from the member table. Once a node leaves, it will
broadcast a “leave message” to all its neighbors. The
nodes that receive this message will delete the respec-
tive node from its member table as well. Therefore,
the failure of any neighbors can be detected by con-
stantly monitoring periodical messages from neigh-
bors.

In order to locate a better neighbor, which has
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Figure 2: Data buffer for PALMS node

higher uplink, a peer in PALMS periodically replaces
the neighbor with the least contribution by selecting
nodes with higher scores. This operation helps each
node maintain a stable number of partners in the pres-
ence of node departures, and it also helps to discour-
age the existence of free riders within the network.

2.2 Streaming Scheduling

PALMS employs a swarm-like content delivery mech-
anism that is similar to BitTorrent [8]. The main ad-
vantages of swarming content delivery are its ability
to effectively utilize the outgoing bandwidth of partic-
ipating peers and its robustness against the dynamics
of peers arrival and departure, which is also known as
churn.

The streaming scheduling mechanism of each
node is responsible for exchanging packets with all
its neighbors. Swarm-like content delivery is incor-
porated in PALMS. As a parent, each peer periodi-
cally generates a report i.e., buffer map of its newly
received packets and sends it to its child nodes. As a
child, each peer periodically requests a subset of re-
quired packets from each parent based on the reports
received. The pull mode is deployed to fetch absent
packets from its parent nodes and in turn tries its best
to deliver packets requested by the neighbors. Pack-
ets requested by the pull mode are determined by the
packet scheduling algorithm, which is much similar to
the data-driven approach in DONet [22]. Peer selec-
tion for PALMS depends on the rank ordering of the
score-based incentive mechanism.

Every node also maintains a window of interest,
which is the set of sequence packets that the node is
interested in acquiring at the current time. Figure 2
illustrates the fundamental concept of the sliding win-
dow. A sliding window of availability contains the list
of segments available for each node. This is the infor-
mation for the buffer map shared with other neighbor
nodes. The node slides its window of interest forward
over time as new packets stream in. If a packet has not
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Figure 3: Buffer State at a given time

been received by the time it “falls off” the trailing edge
of the window, the node will consider that packet lost
or obsolete and will no longer try to acquire it. Figure
3 shows the buffer state of a node at a given time.

To accommodate the bandwidth heterogeneity
among peers, the content is encoded with Multiple
Description Coding (MDC). Basically, MDC orga-
nizes the streaming content into several sub-streams
where each sub-stream can independently decoded.
The use of MDC for video streaming has been widely
studied. Padmanabhan et al. propose that introducing
redundancy can provide robustness in media stream-
ing [15]. The delivered quality to each peer is pro-
portional to the number of independent sub-streams
it receives. With MDC coding, each peer is able to
receive the proper number of sub-streams that are de-
livered through the combination push-pull streaming
mechanism.

2.3 Incentive mechanism

PALMS, just like any other P2P content delivery sys-
tem, works on the premise that peers share resources
in order to increase the total capacity of the P2P sys-
tem. In the case of PALMS, it derives bandwidth from
participating peers who operate independently of each
other. A mechanism that creates favorable incentives
for all peers to contribute resources and thus guards
against bandwidth starvation in PALMS is needed to
sustain peer interest in sharing bandwidth.

We believe that peer selection for receiving pack-
ets at child nodes offers an unique opportunity to
tackle both the free-riders and the streaming Quality
of Service (QoS) challenges in a synergistic manner.
We propose a score-based incentive mechanism that
provides service differentiation in peer selection for
P2P streaming. Our proposed incentive mechanism is
an extension work of [12]. Contributors to the system
are rewarded with flexibility and choice in peer selec-
tion. Free-riders are given limited options in peer se-
lection, if any, and hence result low quality streaming.

We consider that PALMS consists of rational
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users who choose their contribution level in order to
maximize their individual utility. The contribution
level xi of user i is converted to score Si, which in turn
mapped into a percentile rank Ri. The scoring func-
tion used in PALMS is based on the ratio of amount
bytes uploaded over bytes download. Peer selection
depends on the rank ordering of the requestors and
candidate suppliers. For example, a peer selection
scheme may allow a user to select peers with equal
or lower rank to serve as suppliers. The outcome of
the peer selection process is the realized quality of the
streaming session. User utility Ui is a function of the
streaming session quality Q and the contribution cost
C:

Ui(xi) = αiQ(xi)− βiC(xi), (1)

where αi and βi define the values of streaming
quality and contribution cost to user i.

To evaluate delivery quality and quantify the per-
formance of the media streaming system, we define
quality, Q of a streaming session as:

Q =
∑T

i=1 Vi

T
(2)

where T is the number of packets in a streaming ses-
sion and Vi is a variable that takes value 1 if packet i
arrives at the receiver before or on its scheduled play-
out time, and 0 otherwise. The quality is different
from throughput because it considers the deadline of
each packet. Basically, the parameter Q captures other
performance parameters such as packet delay, packet
loss and jitter.

Delivery quality can be expressed as a function of
contribution, score, or rank. The quality function is
system dependent. However, delivery quality should
exhibit the following properties : (i) delivery qual-
ity is monotonically non-decreasing in user score, (ii)
QMAX represents the highest possible quality pro-
vided by the system, (iii) Delivery Quality, Q has non-
negative initial value, For example, best-effort deliv-
ery quality, QBestEffort=Q(Si=0)≥0.

When a new node first joins the system, it begins
with a score of zero and receives best-effort service
QBestEffort=Q(Si=0)=0. The quality of this service
may vary from system to system, and vary as a func-
tion of system load. For example, a supplier node may
choose to serve a node through push method with a
lower score only when it is idle. Thus, best-effort
service quality can be highly unpredictable and often
results in lower quality. In order to improve perfor-
mance and receive better quality than best-effort, a
node is required to earn it by contributing to the sys-
tem and in turn improve its score.

The score is a discrete variable and thus the prob-
ability density function (pdf) is defined only where the

score has a meaningful value. In order to compute the
percentile rank, the cumulative distribution function
(cdf) of the scores is calculated. The cdf is defined as:

F (S) =
Shigh∑

i=Slow

f(i) (3)

where f is the pdf of the score. The relationship be-
tween the percentile rank and the score is provided by
cdf. The percentile is obtained by dividing the cdf by
the total number of nodes. The scores of all nodes are
kept at the streaming server.

We would also like to point out that with systems
like PALMS, it is a time sensitive traffic system. Free-
riders cannot afford to wait for more time, since each
packet has a certain lifetime. In other words, time con-
strained data distribution provides stronger incentives
to peers to discourage the existence of free-riders.

3 PALMS : Packets Scheduling

The algorithms presented in this section make up the
core of the PALMS system. They determine how each
node chooses its partner for data exchange, how data
packets to be sent are chosen and scheduled, which
data packets are to be requested from each connected
neighbor, and an incentive mechanism to encourage
contribution of data received.

3.1 Analysis of Pure Pull Method

We analyzed the detailed process of pure pull method
to provide insight into related issue. Basically, the pull
component in PALMS is similar to the data-driven ap-
proach in DONet. Each node in PALMS periodically
exchanges buffer map of media packets with neigh-
bors. Based on information gathered from buffer map,
a node then schedules which packet is to be retrieved
from which neighbor accordingly.

In the pull mode of PALMS, when a packet goes
from one node to another, the following three steps are
executed as shown in Fig. 4. First, the sender receives
packets from a connected neighbor and stores them in
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Figure 4: One hop delay using pure pull method
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Input:
bw[k] : bandwidth from neighbor k
num suppliers : number of suppliers
bm[i] : buffer map of connected node i
rank[i] : percentile rank of connected node i
deadline[j] : deadline of packet j
expected set : set of packets to be pulled
set neighbors : number of neighbors of the node

Scheduling :
for packet j ∈ expected set do

Make num suppliers = 0
for l ∈ {1..set neighbors}
• Calculate Tj , Time for Transmitting packet j :
Tj = deadline[j] - current time
num suppliers = num suppliers + bm[l, i]

end for
end for
if num supplier=1
• packets when potential supplier = 1
for j ∈ {1..expected set}
supplier[j]← argr{bm[r, i]=1}
end for j

else
• packets when potential suppliers > 1
for j ∈ {1..expected set}

for r ∈ {1..num suppliers}
• Find r with the highest bw[r] and enough

available time t[r, j]
supplier[j]← argr{ bw[r] > bw[r′],

t[r’,j] > t[r,j],rank[j]≤rank[r], r,
r′ ∈ set suppliers}

end for
end for

end if
Output supplier[j]
Do Pull packets from supplier[j]
Do Update Buffer Map

Figure 5: Pull Method Heuristic Algorithm

buffer. (In this case, the sender is node X while the re-
ceiver is node Y). Sender X informs receiver Y about
the packets stored in buffer by sending a buffer map
packet. Second, if receiver Y needs this packet, a re-
quest is sent to the sender. Third, sender X will deliver
all the requested packets to receiver Y. As depicted in
Fig. 4, at least three end-to-end delays are involved
in these steps. As a result, the delivery of most pack-
ets will have extra delays for a one hop distance. We
use δ1, δ2 and δ3 to denote the intermittent waiting
time. The total average latency for a packet transmit-
ted in one hop T1hop can be approximately computed
as δ1+δ2+δ3+3δxy, where δxy is the average end-to-
end delay between nodes.

In a nutshell, the pure pull approach displays ex-
tra end-to-end latency for packet delivery. In order to
improve packet delivery ratio, we propose the com-
bination of push-pull approach. By incorporating the
push-pull approach, we expect the following two sig-
nificant improvements: (i) reduce the end-to-end de-
lay observed at the end user node (ii) improve the de-
livery ratio of a media packet to its receiver before the
playback deadline.

3.2 Scheduling Algorithm

Given the buffer maps of a node and that of its part-
ners, a schedule is to be generated for the pull and
push mechanisms for fetching the expected packets

from the partners and sending packets to connected
neighbors. Basically, a simple heuristic algorithm is
used for both pull and push mechanisms.

3.2.1 Pull Mechanism

The main algorithms used for peer selection for pull
and push mechanisms are an altruistic algorithm.

The algorithm for pull methods is similar to the
heuristic used in DONet [22] and BitTorrent [8]. The
main purpose of the pull method is to request the
rarest packets among those that are locally available,
and to distribute the request across different possible
suppliers. The pull algorithm is shown in Figure 5.

Using the information gathered from the buffer
map exchanged among neighbor sets, packets that
are rarest across the neighborhood are requested with
higher priority than more common ones. Packets with
the same number of suppliers are randomly requested
from one of the neighbors that can provide them. This
is to limit the load on any single peer. Based on the
rank of individual nodes, a node is only allowed to
pull packet from a supplier that has the same or lower
score.

3.2.2 Push Mechanism

The pull mechanism is the process of packet delivery
by a neighbor after a request is made by a node. In-
spired by the work conducted by [4], the push mecha-
nism for PALMS employs two simple techniques too.
The push mechanism for PALMS consists of a proac-
tive component where each node pushes data forward,
and a reactive mechanism that is triggered by NACKs.

Basically, the push mechanism sends a packet re-
lay to neighbors as soon as the packet is received.
Each node works under pure pull mode at the initial
stage after joining the streaming network. After that,
based on the traffic from each neighbor, the node will
subscribe to the pushing packets from its neighbors
accordingly at the end of each time interval. Due to
the delay that might occur in a pure pull method, a
push mechanism helps to increase the delivery ratio of
packet to receiver nodes. Moreover, due to the unreli-
ability of the network link or a neighbor failure, some
of the packets are lost during transmission. An over-
lay node can detect missing packet using gaps in the
packet sequence numbers. This information is used to
trigger NACK-based retransmission through the next
interval of push mechanism. Thus, with the help of
the push mechanism, packets are pushed and received
at the receiver nodes at a second time interval.

A good selection strategy is required to distribute
the packets through the push mechanism. This is to
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Input:
set neighbors : number of neighbors of the node
bm[i] : buffer map of connected node i
rank[i] : percentile rank of connected node k
deadline[k] : deadline of packet k
expected set : set of packets to be pushed

Scheduling :
for packet k ∈ expected set do

for l ∈ {1..set neighbors}
• Find Packet with the highest time-stamp :
Tk = deadline[k] - current time

end for
end for

for receiver ∈ {1..set neighbors}
• Roulette Wheel Selection for receiver
receiver’s with higher rank[i] are given higher probability

end for
Output receiver[k]
Do Push packet to receiver[k]

Figure 6: Push Method Algorithm

ensure that every node pushes different packets in or-
der to reduce redundancy. Push packets should also
take into account the requests from neighbor nodes.
The push algorithm is shown in Figure 6.

For push mechanism packet scheduling, each
neighbor node tries to allocate different packets into
the Push Packet Map, PPm to be pushed. A Push
Packet Map, PPm consists of node id and packet se-
quence number. A simple rank based roulette wheel
selection scheme is applied for the next time interval
for each node to push the available segments. Packets
with the highest time-stamp or least sent will be given
higher priority to be allocated into the Push Packet
Map, PPm. Each node keeps a counter of how many
times each packet is sent. Packets with the least num-
ber of times sent will be chosen. In addition to that,
packets that required retransmission based on NACKs
received will be allocated into the Push Packet Map,
PPm too.

4 Simulation Scenario

In this section, we perform extensive simulations to
study the performance of PALMS. Simulations on the
algorithms’ behavior test for different network sizes,
bandwidth distributions, streaming rates, and number
of free-riders using network simulator ns-2 [23].

1) Video Data: The length of the video is 120
minutes (a typical length for a movie).

2) Video Coding: We used a video stream that is
MDC encoded with 5 descriptions. For simplicity, we
assume that all descriptions have the same constant bit
rate of 100 Kbps. Therefore, the rate of the full quality
version of the stream is 500 Kbps.

3) Peer Parameters: The incoming access link
bandwidth for all peers are set to 500 Kbps. The in-
coming access links of all peers are set to 500 Kbps
so that each peer can easily receive the full quality

Upload B/W SN 1 SN 2 SN 3 SN 4 SN 5

128 kbps 5% 15% 10% 50% 25%

256 kbps 10% 80% 10% 25% 25%

512 kbps 40% 5% 80% 25% 25%

0 kbps 45% 0% 0% 0% 25%

Table 1: Scenarios for comparing different upload
bandwidth under PALMS

playback rate. The buffer length is set to 30 seconds.
In all our experiments we use a heartbeat period of
5 seconds for all simulated protocols. The interval
for the next round of push mechanism is set for ev-
ery 10 seconds. In order to examine the effects of ag-
gregate available resources, bandwidth heterogeneity
and free-riders, the outgoing bandwidth of individual
peers can be set to one of four values : 128 Kbps, 256
Kbps, 512 Kbps and 0 Kbps. By controlling the distri-
bution of peers across these four groups, we can con-
trol the heterogeneity of outgoing access link band-
width, the percentage of free-riders that exist in the
system i.e., with outgoing bandwidth of zero, which
in turn determines the aggregate outgoing bandwidth
i.e., system capacity for a given scenario. The distri-
bution of 1000 peers across different groups is shown
in Table 1.

4) Network Topology: Topology is generated by
using Georgia Tech Internetwork Topology Models
(GT-ITM) generator [21]. The delay on the access
links are randomly selected between 5 ms to 25 ms.

5) Performance Metrics: We use three basic
Quality of Service (QoS) performance metrics, i.e.,
Average Delivery Ratio, Delivery Latency and Data
Overheads.

5 Simulation Results

We have examined the impact of heterogenous band-
width and free-riders on the performance of PALMS
streaming. We also study the three metrics of in-
terest: Delivery quality, Delivery latency and Data
overheads. We compare the push-pull protocol per-
formance of PALMS with DONet [22] and Chainsaw
[16]. Both DONet and Chainsaw employ pure pull
mechanism. DONet employs a rarest-first strategy
as the block scheduling method, and select suppliers
with the most surplus bandwidth and enough available
time first. Chainsaw uses a purely random strategy to
decide what blocks to request from neighbors.

Effects of Heterogenous Bandwidth: We first ex-
amine the impact of heterogenous uplink bandwidth
on the performance of PALMS. In the experiments,
we focus on three scenarios, SN2, SN3, and SN4 as
shown in Table 1. We also examine the correlation
between the delivered quality (in terms of number of
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Figure 8: Comparison Simulation Results

description) and contributed resources vis-a-vis out-
going bandwidth of participating peers. Figure 7(a)
depicts the CDF of delivered quality and utilization
of access upload bandwidth among participating peers
for these three scenarios. These figure show that the
degree of heterogeneity in upload bandwidth does not
affect the distribution of delivered quality of partici-
pating peers.

Effect of Free-riders We also investigate the im-
pact of free-riders on the performance of PALMS.
For the experiments, we focus on scenarios SN1 and
SN5. We set the number of free-riders in the sys-
tem as roughly 25% and 45% of the total number
of participating peers. We examine the performances
of PALMS without the implementation of the score-
based incentive mechanism. Figure 7(b) shows that
the presence of free-riders significantly reduces the
delivered quality. We are aware that the scenario with
free-riders can be viewed as a special case for band-
width heterogeneity. Thus, the significant drop in de-
livered quality as the result of free-riders was rather
surprising since the earlier result showed that hetero-
geneity of bandwidth does not have a major effect on

performance.

As we take a closer examination of our results,
they revealed that the free-riders affect the connectiv-
ity of the overlay. The explanation for such behavior
is because free-riders do not have any child peers and
their presence in the overlay can affect the connec-
tivity and content exchange between other connected
nodes. This in turn limits the delivered quality to
other participating nodes. Nevertheless, participating
peers are not completely disconnected from the mesh
network. The presence of free-riders affects the dis-
tribution of content which in turn affects the buffer
requirement at each peer. Thus, while a traditional
file sharing system can be sustained with low level of
cooperation, a P2P streaming system cannot provide
high streaming quality to its users if only a small frac-
tion of users cooperate. In short, our results show that
the presence of free-riders can significantly affect the
connectivity of participating peers in the overlay net-
work which in turn prevents content swarming among
peers and thus limits the delivered quality to subset
of peers. This shows that there is a need for mecha-
nism to ensure proper connectivity among participat-
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and streaming rate 500kbps (Group Size
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Figure 9: Simulation Results on the effect of free-riders

ing peers and reduce the number of free-riders in the
network.

Effectiveness of the Incentive Mechanism: We
compare the effectiveness of the incentive mechanism
for PALMS with the existence of free-riders. Basi-
cally, the incentive mechanism provides flexibility to
select suppliers from cooperative users to improve the
streaming quality. Figure 7(b) shows the system per-
formance under situations with and without the pro-
posed incentive mechanism. Based on the results,
most peers have substantially higher quality of me-
dia streaming as compared to the system that does not
have an incentive mechanism.

Delivery Quality: Figure 7(c) shows the average
delivery ratio for PALMS in comparison to DONet
and Chainsaw. We define delivery ratio to represent
the number of packets that arrive at each node before
playback deadline over the total of number of pack-
ets encoded. We set the streaming rate as 500kbps.
From the result, we can observe that the performances
for PALMS and DONet remain almost the same when
group size increases. This is an indication that the per-
formance of swarming based protocols or data-driven
protocols is not affected by group size. In other words,
swarming protocols have a good scalability. How-
ever, Chainsaw method decreases more in compari-
son to PALMS and DONet. As shown in Fig. 7(c),
PALMS has 20% gains compared to DONet and over
45% gains compared to Chainsaw.

Delivery Latency: In Figure 8(a) we show the
distribution of latency experienced by data packets at
the different overlay nodes. In this experiment, we
measure the average time for first packet arrival for
all simulated protocols. Note that all protocols suf-
fer an increase in average time of first packet arrival,
stabilize, then stay relatively constant with the num-
ber of nodes. The increase is well identified and is

Control Overheads Delivery Ratio
Group (Control Traffic/Video Traffic)
Size PALMS DONet PALMS DONet
100 0.0173 0.0161 0.91 0.79
200 0.0175 0.0163 0.90 0.75
300 0.0183 0.0171 0.88 0.73
400 0.0184 0.0173 0.88 0.75
500 0.0196 0.0182 0.89 0.76
1000 0.0232 0.0204 0.89 0.79
2000 0.0244 0.0232 0.90 0.79
4000 0.0296 0.0270 0.90 0.80

Table 2: Comparison of Control Overheads for
PALMS and DONet

due to the implementation of swarming protocols for
PALMS and DONet.

Data Overheads: We compare the overheads of
PALMS to DONet to achieve different delivery ratios.
Table 2 shows that PALMS incurs very low additional
data overheads to achieve relatively high delivery ra-
tios. The control overheads at different overlay nodes
increase log-arithmically with the increase in group
size. The control overheads for PALMS are higher
due to the additional messages such as Push Packet
Map messages and NACKs. However the amount of
increase at each overlay node is essentially minor, less
than 3% of the total traffic. We believe the data over-
heads for PALMS can be further reduced by increas-
ing the window size. We also observe that the data
delivery ratio of PALMS is high across various group
sizes.

Free-riders: We compare the performance of
PALMS, DONet and Chainsaw with the existence of
free-riders. We set the number of free-riders as 20%
and 50% of the total number of connected nodes. The
streaming rate is set as 500kbps. Figure 9(a) and fig-
ure 9(b) show the average delivery ratio as a function
to group size. As expected, the average delivery ratio
for PALMS are significantly better than DONet and
Chainsaw for both cases.

Performance under Stable Environment: We ex-
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amine the performance of PALMS in comparison to
DONet and Chainaw under stable environment. We
set all the nodes to join in an initialization period of
around 1 minute, and then persist in the lifetime of
the streaming for 120 minutes, a typical length for a
movie. Figure 7(c) and 8(b) show the average delivery
ratio as a function to group size and streaming rate. As
mentioned earlier, we can see that the average deliv-
ery ratio basically remains almost the same when the
group sizes increase.

Performance under Dynamic Environment: In
Figure 8(c) we show the average delivery quality with
dynamic node joining, leaving and failing. Most pa-
rameters settings are similar to that in the previous
experiment for stable environment. For this experi-
ment, we set each node changes its status according
the ON/OFF model. The node actively participates
the overlay during the ON period, and leaves (or fails)
during the OFF period. Both ON and OFF periods
are exponentially distributed. Figure 8(c) shows that
a shorter ON/OFF period leads to a lower delivery ra-
tio. However, the overall delivery ratio for PALMS
is higher in comparison to DONet and Chainsaw be-
cause the additional push mechanism is able to help
to recover from a vast majority of losses. Note that
Chainsaw displays the poorest performances

These results confirm the expected advantages
of the proposed model PALMS for P2P live media
streaming.

6 Conclusions and Future Work

In this paper we presented PALMS, a P2P system for
live media streaming. Our systems’ innovative fea-
tures are the usage of the combination push-pull pro-
tocol and the presence of score-based incentive mech-
anisms to encourage cooperation among connected
nodes.

We also examine the issues and challenges in of-
fering P2P streaming under PALMS. In particular, we
focus on the impact of outgoing bandwidth hetero-
geneity and free-riders on the performance of P2P
streaming. We identified that P2P streaming is able
to effectively accommodate the heterogeneity of up-
link bandwidth, but the presence of free-riders could
significantly affect the connectivity of the overlay and
reduce the feasibility of data exchange among nodes.
This result significantly degrades the delivered quality
to a subset of peers in the system.

To successfully deploy PALMS streaming ser-
vices, we proposed push-pull score-based incentive
mechanism to address the issue of delivery quality, de-
livery latency and free-riders. We conducted simula-
tions and we showed that a push-pull score-based in-

centive mechanism achieves cooperation through ser-
vice differentiation. In this framework, the contribu-
tion of a user is converted into a score and mapped
into a rank, and the rank provides flexibility in peer
selection that determines the quality of a streaming
session. Cooperative users earn higher rank by con-
tributing their resources to others, and eventually re-
ceive high quality of streaming. Free-riders have lim-
ited choice in peer selection, hence receive low quality
streaming.

We evaluated the performance of PALMS in
comparison to DONet and Chainsaw. Our simula-
tions conducted over ns2 demonstrated that PALMS
delivers quite a good playback quality even under
formidable network conditions and the existence of
free-riders.

As part of our future plans, we aim to evaluate our
proposed model, PALMS in PlanetLab [24], in order
to to further investigate the effectiveness and the ro-
bustness of our streaming model in a larger network
and real network deployment. We are also keen in
exploring various techniques to improve the delivery
quality and delivery latency.
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