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Abstract: - The paper analyses the impact of pulse shaping on code tracking for direct-sequence code division 
multiple access (DS-CDMA) signal synchronization using non-coherent delay-lock loops (NC-DLL). The 
dependency of the residual timing error variance on the chip waveform is emphasized, and the performance of 
several non-rectangular pulse shapes is presented. The design of optimized chip waveforms for minimizing the 
DLL tracking error variance is then formulated using a cost function expressed in frequency-domain and 
highlighting the dependency of the tracking jitter on the chip waveform Fourier transform. A solution 
methodology is introduced based on the use of Prolate Spheroidal Wave Functions. Some illustrative design 
examples are presented, establishing theoretical limits for the best achievable performance (minimum jitter). In 
particular, it is shown that the half-sine and Hamming pulses are near-optimum when considering pulses with 
99% and 99.9% in-band power bandwidth occupancies, respectively.  
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1 Introduction 
For DS-CDMA systems, chip timing alignment 
between the received and the locally generated 
signature sequences (or spreading codes) must be 
achieved prior to data demodulation. Code timing 
synchronization is typically achieved in two steps: 
code acquisition and code tracking [1,2]. First, 
during acquisition, the receiver obtains the relative 
delay between the received and the locally 
generated codes to within a chip interval. Then, in 
the subsequent tracking phase, finer timing 
adjustment is performed in order to bring the 
residual timing error as close to zero as possible.  

In this paper, we focus on code tracking which is 
typically implemented by means of the classical 
early-late delay-locked loop (DLL) that has been 
thoroughly discussed in the spread spectrum 
literature (see [1] and references therein). Linear 
and nonlinear DLL models have been presented, 
and the tracking error jitter and mean-time-to-lose 
are derived as key performance indicators. In our 
case, we adopt the linear DLL model (applicable 
for practical SNR ranges), for which the DLL 
performance is essentially determined by the 
characteristics of the discriminator S-curve [1,2], 
which depend on the correlation properties of the 
early-late spread-spectrum waveforms.  

Quite importantly, in addition to the correlation 
properties of the spreading codes, it is also found 
that another important factor that affects several 
performance aspects of DS-CDMA systems is the 

actual shape of the chip waveform pulse. The 
impact of chip waveform shaping has been 
addressed from the perspective of multiple-access 
interference and error performance analysis (e.g., 
[3,4,5]). There have also been some limited studies 
of this impact on code synchronization. For 
example, in [6], acquisition and tracking aspects of 
different chip waveforms are compared, and other 
similar comparisons appear in [7,8]. In [9], it is 
shown that the use of unmatched chip pulses can 
reduce tracking error variance. Most of these works 
have mainly focused on comparing different 
“conventional” pulse shapes, and did not undertake 
any optimization of the chip waveforms in order to 
maximize performance. Recently, in [11], such 
optimization is discussed in the context of timing 
acquisition. On the other hand, for code tracking, a 
coherent DLL is considered in [10], and some 
optimized chip waveforms are presented. However, 
in practice, the non-coherent DLL (NC-DLL) 
architecture is preferable because of its insensitivity 
to data modulation and carrier phase 
synchronization.  

In this paper, we extend the work in [10] to NC-
DLL code tracking systems. First, we present a 
comprehensive performance analysis and 
comparison of the impact of several common (non-
rectangular) chip waveforms on code tracking 
jitter. In a second part, a constrained optimization 
problem for minimizing the residual error variance 
is defined and solved using Prolate Spheroidal 
Wave Functions [12].  
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The rest of the paper is organized as follows. In 
Section 2, the system model is presented. In 
Section 3, the performance analysis of the NC-DLL 
is discussed using a frequency domain formulation 
and comparative results for some conventional chip 
pulses are presented. In Section 4, the optimized 
pulse shaping procedure is discussed, and several 
design examples are then given in Section 5, 
followed by final conclusions in Section 6.  

 
2 System Model 
We consider a general CDMA system model where 
the signal from a given intended user is received 
after some transmission delay, and is given by:      

( ) MAI th( ) 2 ( )cos ( ) ( )o or t Pc t t n t n tτ ω φ= − + + + (1) 

where P  is the signal power, oτ is the propagation 
delay,φ  is the carrier phase (that includes the time 
delay effect), ( )thn t is the additive white gaussian 
noise with two-sided power spectral density 2oN , 
and ( )thn t is the multiple-access interference term 
which can also be modeled as additive gaussian 
noise (by invoking the central limit theorem, for a 
large number of co-users). The spread-spectrum 
waveform )(tc is assumed to use a long random PN 
code, and is given by: 

             ∑
∞

−∞=

−=
n

cn nTthctc )()(                            (2) 

with{ }nc representing a binary 1± chip sequence, 
and )(th  the chip waveform pulse defined over the 
chip interval [0, ]cT . The model used is applicable 
for a pure pilot signal without data modulation 
since we mainly focus on code tracking using a 
non-coherent delay-locked loop (to be discussed 
next). We also note that, for simplicity, multipath 
fading effects are not explicitly included, but this 
will not impact the main theme of the paper, which 
is the exploration of the impact of pulse shaping on 
PN code tracking.  

A non-coherent delay lock loop (NC-DLL) is 
assumed for tracking the timing epoch of the 
arriving signal. The NC-DLL is based on the early-
late scheme where the received signal is correlated 
with two locally generated, delayed code replicas, 
the early ( )0̂c t τ− + ∆  and late ( )0̂c t τ− − ∆ local 

codes, where 0̂τ is the timing estimate, and 2∆ is the 
early-late spacing typically set to Tc. The output 
waveforms are filtered and squared, and the 
difference is used to drive the voltage controlled 
oscillator (VCO) to adjust the local code timing. 

The loop discriminator output due to the desired 
signal component is obtained as [2]: 

2 2( ) ( ) ( )Z R Rε ε ε∆ = − ∆ − + ∆               (3) 

where 0 0̂ε τ τ= − is the timing error, and )(τR is 
the code sequence autocorrelation function given 
for a correlation period of N chips by: 

 ∫ +=
cNT

c

dttctc
NT

R
0

)()(1)( ττ                (4) 

 
In the sequel, we resort to a frequency-domain 
formulation that is found to simplify the analysis of 
the impact of pulse shaping on DLL tracking 
performance, as will be highlighted next. For long 
PN codes modeled as random sequences, the chip 
autocorrelation function can be expressed as [2]: 

 
2( ) ( ) cos(2 )R H f f dfτ π τ

+∞

−∞

= ∫          (5)  

The discriminator output in (3) is known as the 
DLL S-curve, and can be normalized to yield: 

         ( ) ( )2 2( )G s R s R sδ δ= − − +              (6) 

where / cs Tε= and / cTδ = ∆  denote normalized 
timing error and early-late spacing variables.  
A block diagram illustrating the operation of 
the NC-DLL is shown below.   

 

PN 
GENERATOR
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BPF ( . )2

VCO LOOP 
FILTER

)(tr

+
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( )otc τ−

( )∆+− otc τ

( )∆−− otc τ

)(τ∆z

 
Fig. 1: Non-coherent delay-locked loop (NC-DLL). 
 
3 Performance Analysis 
3.1 DLL Tracking Error  
A common performance measure of the DLL is the 
tracking error variance (or jitter). At high SNR, the 
tracking error will usually be small enough such 
that the loop discriminator output can be taken as a 
linear function of the relative timing error. Using 
linear loop analysis, it can be shown that an upper 
bound on the tracking error variance for first-order 
loops is approximated by [2]: 

2
0

2 2 2

2( )
c

VVar
N E

ε
κ

≈              (7) 

where N is the correlation period length (in chips), 
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/c cE P T= is the energy per chip, κ is the S-curve 

slope at the origin ( 0)s = . The 0V term captures the 
total interference variance given by: 

ooo INV +=                       (8) 
where 0N  is the AWGN contribution and 0I  is the 
variance of the multiple-access interference (MAI) 
due to other users. Since CDMA systems are 
mainly interference-limited, the AWGN factor can 
be dropped to focus exclusively on the MAI term. 
With equal received power P for all users, the MAI 
term variance can be expressed in frequency-
domain as [2]: 

                 0 ( 1)u cI P K M≅ −              (9) 
where uK is the number of users, P is the received 
power, and cM  the pulse-dependent MAI factor 
given by [2]: 

  
4( )cM H f df

∞

−∞
= ∫             (10) 

with )( fH denoting the Fourier transform of the 
chip waveform pulse ).(th   
 

It is also desirable to express the S-curve 
slopeκ in a tractable form that emphasizes its 
dependency on the chip pulse shaping filter. This is 
readily achieved by observing that:  

          

( ) ( ) ( ) ( )
0

( )

2
s

dG s
d s

R R R R

κ

δ δ δ δ
=

=

′ ′⎡ ⎤= − − −⎣ ⎦

   (11) 

where the auto-correlation function (.)R can be 
substituted from (5). In typical DLL designs, the 
value 5.0=δ is commonly used (half-a-chip early-
late branch spacing), and it follows that: 

 ( ) 20.5 ( ) cos( )R H f f dfπ
+∞

−∞

= ∫         (12) 

On the other hand,  

       ( ) 20.5 2 ( ) sin( )R f H f f dfπ π
+∞

−∞

′ = − ∫   (13) 

Substituting (12) and (13) into (11) and observing 
that )(δR is even and )(' δR is odd, we finally get: 

 

2

2

4 ( ) cos( )

2 ( ) sin( )

H f f df

f H f f df

κ π

π π

+∞

−∞

+∞

−∞

⎡ ⎤
= ⎢ ⎥

⎣ ⎦
⎡ ⎤

× ⎢ ⎥
⎣ ⎦

∫

∫
    (14) 

 

3.2 Chip Waveform Comparisons 
Going back to the expression of the tracking error 
variance in (7), the code tracking performance can 
be directly estimated by evaluating the MAI 
variance and the NC-DLL S-curve slope κ . More 
specifically, it is seen that, aside from constant 
factors, the performance for a given pulse shape 
will depend on the ratio /cM κ , which in turn 
depends on the pulse spectrum ( )H f . This will 
form the basis for the relative performance 
assessment of several pulse shaping schemes, and 
the subsequent optimized design of these spreading 
waveforms, as will be discussed in the next section.  
 
For comparative purposes, Table 1 gives a list of 
commonly used pulses, starting with the unit 
rectangular pulse ( )

cTp t defined over the interval 

2 2,[ ]c cT T− . Table 2 shows the normalized 
tracking error factor for the different pulse shapes.  

         

Rectangular ( )
cTp t  

Half-Sine ( )sin( / )
cc TT tt pπ  

Triangular ( )(1 2 / 1)
cc TT tt p− −  

Raised-Cosine [0.5 0.5cos(2 / )] ( )
cc TTt p tπ−  

Hamming [0.54 0.46cos(2 / )] ( )
cc TTt p tπ−  

 Table 1: Conventional Pulse Shapes. 
 

Pulse Shape cM  κ  /cM κ

Rectangular 0.333 2.000 0.167 

Half-Sine 0.293 2.000 0.147 

Triangular 0.270 1.500 0.180 

Raised-Cosine 0.241 0.889 0.271 

Hamming 0.264 1.357 0.194 
.  
Table 2: Tracking Performance Comparisons. 

 
From the results in Table 2, it is seen that the best 
performance is achieved by the half-sine pulse. 
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However, it should be pointed out that other factors 
(such as bandwidth confinement) play an important 
role as well, and this will be further discussed 
subsequently.  
 
4 Performance Optimization 
4.1 Problem Formulation 
The waveform-dependent term in the DLL tracking 
error is a function of the ratio /cM κ as shown in 
the previous section. Therefore, to optimize the 
DLL tracking performance, it is important to design 
pulse shaping filters )( fH that minimize this 
quantity. The optimization should also be subject to 
additional signal constraints including fixed signal 
energy and limited bandwidth occupancy. Earlier 
work on the minimization of timing jitter in the 
coherent delay lock loop was done in [10]. We 
extend the approach presented in [10] and apply it 
to the noncoherent delay lock tracking loop NC-
DLL considered in this work.  
 
As discussed previously, the tracking error 
performance is optimized by minimizing a cost 
functional F (given by the ratio /cM κ ) over the 
chip filter response )( fH :  

⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡
=

∫∫

∫
∞+

∞−

∞+

∞−

+∞

∞−

dfffHfdfffH

dffH
F

)sin()(2)cos()(

)(

22

4

πππ

                (15) 

The minimization of this functional is subject to 
additional constraints including fixed pulse energy 
and limited bandwidth occupancy. The fixed 
normalized energy constraint is expressed by: 

        ∫
∞

∞−

= 1)( 2 dffH              (16) 

In addition, it is also desired to improve pulse 
bandwidth confinement so that only a small 
fraction η (e.g., 1%) of energy spills over a given 
band [ ]BB,− . In CDMA, a bandwidth efficient 
chip waveform allows for the use of a higher 
spreading factor N for a given allocated spectrum, 
thereby improving overall system performance. 
The constraint for bandwidth confinement is: 

        η−=∫
−

B

B

dffH 1)( 2             (17)

  
A direct, closed-form solution to this constrained 
optimization problem is not tractable. Instead, we 
propose an approach that converts the problem to 
an equivalent discrete formulation with reduced 
complexity. This is achieved by expanding the chip 
pulse Fourier transform )( fH using an adequate 
set of basis functions, and then solving for the 
expansion coefficients that minimize the objective 
function F , subject to the specified constraints.  
Special functions known as Prolate Spheroidal 
Wave Functions (PSWF) [12] are particularly well 
suited for this and have been successfully used for 
similar optimization problems [10,11]. 
 
4.2 Prolate Spharoidal Wave Functions 

Considering the space of square-integrable (i.e., 
finite-energy) functions, the PSWF’s are special 
functions that can be constructed either in time- or 
frequency-domain [12]. We adopt a frequency-
domain construction, well in line with our 
optimization formulation. The PSWF’s denoted 
by )}({ fnΦ , with associated eigenvalues }{ nλ , 
are constructed with finite time support (limited for 
symmetry to [-Tc/2,Tc/2]) and specific bandwidth 
confinement to a range [-B,B]. These functions 

satisfy ( )sinc( ) ( )
B

n c n nB
u f u du T fλ

−
Φ − = Φ∫ and 

have the following two properties: i) they form a 
complete, orthonormal set over the space of finite-
energy, time-limited pulses over [-Tc/2,Tc/2], and ii) 
they form a complete, orthogonal set over the space 
of finite-energy functions over the interval [-B,B]: 

 

∫

∫

−

∞

∞−

=ΦΦ

=ΦΦ

B

B
nmnmn

nmmn

dfffii

dfffi

δλ

δ

)()()(

)()()(
      (18) 

where 1mnδ = for nm = and 0  otherwise, and nλ  
is the eigenvalue associated with the function 

)( fnΦ , and represents the fraction of energy of 
)( fnΦ  falling in the band [-B,B]. An important 

feature of PSWF’s is that, among all time-limited 
functions with given duration Tc, they achieve, in 
decreasing order, the highest energy concentration 
in the band [-B,B]. This energy confinement is 
represented by the monotonically decaying 
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eigenvalues, which become essentially negligible 
when the order n exceeds the time-bandwidth 
product 2BTc [12].  
 
4.3 Problem Simplification 
The PSWF properties lead to a significant 
reduction of the complexity of our optimization 
problem. Indeed, since the )}({ fnΦ  form a 
complete set for the space of functions )( fH  of 
interest, the following linear expansion is obtained: 

 ∑
∞

=

Φ=
0

)()(
n

nn fxfH             (19) 

where nx is given by the inner product 

 , ( ) ( )n nH H f f df
∞

−∞

< Φ > = Φ∫           (20) 

Because the eigenvalues }{ nλ  decay rapidly to 
zero, a truncated series with a limited number N of 
PSWF’s may be used. In addition, assuming even 
symmetry for the chip pulses of interest, we only 
need to keep the even-indexed )( fnΦ  (since the 
even-indexed functions are even and the odd-
indexed ones are odd, as shown in [12]). The 
truncated series becomes: 

 ∑
=

Φ≅
N

n
nn fxfH

0
22 )()(            (21) 

Therefore, without significant loss of accuracy, we 
can reduce the problem formulated in (15)-(17) to a 
finite-dimensional low-complexity one, in terms of 
the expansion coefficients }{ 2nx . This is compactly 
expressed by the following equations:  

1 2
0 0 0

2 2 2 3 2 2
0 0 0 0

2
20

2
2 20

Minimize 

... ( ,..., )

( , ) ( , )

1
subject to

1

NN N

n
n m n

N N N N

n m n m
n m n m

N
nn

N
n nn

n m x
F

n m x x n m x x

x

x

γ

γ γ

λ η

= = =

= = = =

=

=

=
⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

⎧ =⎪
⎨

= −⎪⎩

∑ ∑ ∏

∑∑ ∑∑

∑
∑

               (22) 

where the coefficients of the cost function can 
be checked to satisfy: 

dfffffmn

dffffmn

dffNmn

mn

mn

n

N

n

)sin()()(2),(

)cos()()(),(

)(),...1,0;4(),...,(

223

222

2
0

1

ππγ

πγ

γ

∫

∫

∫∏

∞

∞−

∞

∞−

∞

∞− =

ΦΦ=

ΦΦ=

Φ=

(23) 

with ),...,1,0;4( N denoting the multinomial 
coefficient equal to ).!...!1!0/(!4 N  

Based on this approach, standard numerical 
optimization routines can be used to solve the 
problem formulation in (22). As will be shown in 
the next section, it is also found that for a practical 
range of bandwidth occupancies, it sufficient to use 
no more than four or five PSWF’s in the expansion 
(21), which makes the numerical solution of the 
optimization problem computationally efficient.  

5  Numerical Results 

To illustrate the NC-DLL optimized pulse design 
methodology, we now present some novel chip 
waveforms and compare their performance to the 
conventional pulses discussed in Section 3. The 
design approach for obtaining these optimized chip 
pulses is based on maintaining a given bandwidth 
occupancy that is typically the same as the best 
performing conventional pulse and then solving the 
optimization problem (22) until a feasible solution 
that minimizes the cost function F is found. For 
the numerical results, two typical values for in-
band power bandwidth measures are adopted, 99% 
and 99.9%, which correspond to out-of-band η  
factors of 1% and 0.1%, respectively. The 
bandwidth figures are taken in a range of 1/Tc to 
3/Tc (which is quite typical in practice). It should 
also be noted that rectangular pulse shape has a 
particularly poor performance with respect to the 
99% or 99.9% bandwidth (in excess of 10/Tc) due 
to the slow decay in its power spectral density [10].  

As shown in Table 3, with respect to the 99% 
bandwidth, the Half-Sine pulse is found to have the 
lowest occupancy of approximately1.2 / cT , so this 
value is used to design the OPT1 pulse as 
highlighted above. Similarly, for the 99.9% 
bandwidth, the Hamming pulse displays the lowest 
bandwidth of cT/6.1  and this is used to design a 
second optimized pulse OPT2. An illustration of 
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these pulses is given in Figures 2 and 3. The 
expansion coefficients in terms of PSWF’s are also 
given in Table 4. 

The results of Table 3 show that the optimized 
pulses OPT1 and OPT2 achieve some small 
reduction (on the order of 10-15%) in the 
normalized tracking error factor /cM κ . This 
indicates that, with Non-coherent DLL tracking, the 
half-sine pulse is quasi-optimal when taking into 
consideration the 99% bandwidth occupancy. On 
the other hand, the Hamming pulse is closest to 
optimal with respect to the 99.9% measure. Similar 
conclusions were also reported in [10] for coherent 
DLL tracking schemes. These observations are 
further confirmed by the results illustrated in Figs. 
4 & 5 which show the optimal performance limit 
(in terms of minimum achievable cost 
factor /cF M κ= ) as a function of increasing 99% 
and 99.9% bandwidth occupancies, ranging from 
1/Tc to 2/Tc, and it can be seen that the 
proximity of the Half-sine and Hamming pulses to 
the lower bounds demonstrates the quasi-optimality 
of these pulses.  

6  Conclusion 
The paper addressed the code tracking performance 
of several chip waveforms in direct-sequence 
CDMA signalling using non-coherent delay-locked 
loops. Based on the linear NC-DLL model, it was 
shown that the tracking error variance is a function 
of the DLL S-curve slope at the origin and on the 
multiple-access interference power, both of which 
have a strong dependency on the chip waveform 
pulse shape. Some comparative results were then 
given to illustrate the tracking performance of 
several conventional chip waveforms, showing that 
non-rectangular pulses outperform the rectangular 
one, as was observed in previous work as well.  
 
These observations motivated the work presented 
in the second part of the paper, where the problem 
of designing pulse shapes that minimize the 
residual tracking error was thoroughly addressed. 
An optimization approach with energy and 
bandwidth constraints, was presented in frequency-
domain using an expansion of the chip waveform in 
terms of Prolate Spheroidal Wave Functions, which 
lead to a reduced complexity discrete optimization 
problem. Examples of optimized pulses were 
presented, and the results provided theoretical 
limits on the minimum achievable tracking jitter, 
showing that the Half-Sine pulse is quasi-optimum 
when considering 99% bandwidth, while the 

Hamming pulse is closest to optimum when 
considering the 99.9% bandwidth measure.  
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Fig. 2: Illustration of Optimized Chip Pulse OPT1 
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Fig. 3: Illustration of optimized chip pulse OPT2 

 

1 1.2 1.4 1.6 1.8 2
0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

0.26

0.28

0.3
Optimal Performance limit 99% Bandwidth Measure

Normalized 99% Bandwidth BTc

C
os

t F
un

ct
io

n 
F

Optimal
Half Sine
Triangular
Hamming
Raised Cosine

 
Fig. 4: Relative performance w.r.t minimum 
achievable limit (for 99% bandwidth measure) 
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Fig. 5: Relative performance w.r.t minimum 
achievable limit (for 99.9% bandwidth measure) 
   
     
 
PULSE  99% cBT  99.9% cBT /cM κ

Half-Sine 1.2 2.7 0.147 

Triangular 1.3 3.1 0.180 

Raised-Cosine 1.4 1.7 0.271 

Hamming 1.3 1.6 0.194 

OPT1  1.2 4.7 0.131 

OPT2  1.2 1.6 0.160 
Table 3: Comparative tracking performance of 
optimized chip pulses. 
 
 

PULSE 0x  2x  4x  6x  

OPT1 0.997E0 -0.654E-1 0.192E-1 0.323E-1

OPT2 0.999E0 -0.445E-1 0.663E-3 0.873E-4
Table 4: PSWF expansion coefficients of the 

optimized waveform pulses OPT1 and OPT2.  
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