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Abstract: In this paper, we consider the problem of providing weighted fairness among multiple priority classes
in a IEEE 802.11-based wireless local area network (WLAN). An enhanced DCF method is proposed to properly
control the transmission probability of a node that can reflect the weighted fair share among the data traffic flows in
the multi-class environment. For this method, we present an analytical model to obtain its throughput performance
and the transmission probability capable for the fairness. We numerically evaluate the method with different
simulation scenarios. The results well validate the proposed method that can actually fulfill the design aim of
weighted fairness, and can provide the differentiation service in the WLAN.
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1 Introduction

The main objective of the next-generation broadband
wireless networks is to provide suitable levels of
Quality of Service (QoS) over IP-based wireless ac-
cess networks. As one of the most successful MAC
protocols for these networks, IEEE 802.11 DCF [1],
however, pays no attention to the QoS provision, such
as throughput guarantees, among traffic connection-
s of different priorities. In fact, the above missed in
DCF, has been identified as one of the most impor-
tant issues when designing the wireless card of next-
generation. Thus, in this paper we study the challeng-
ing problem to achieve the weighted fairness for data
communications in WLANs. To this end, the ideal
weighted fairness should be defined at first. Assume
that there are � different priority classes. Each class
� is characterized by a positive weight, ��, with the
assumption of � � �� � ��� ���� � �� � �. As-
sume further that each node carries only one traffic
flow. The set of nodes carrying class � traffic is denot-
ed by ��. Let ���	�� 	�� be the amount of class � traffic
during the time interval �	�� 	��. In order to achieve fair
share to all traffic flow, it requires

���	�� 	��

��
�
���	�� 	��

��
� ��� 
 � ��� ���� �� (1)

As shown above, the ideal weighted fairness can-
not be actually achieved since data transmitted on a
real network is packetized. However, when consid-
ered with IEEE 802.11 WLANs, each data packet

in the higher layer is fragmented into smaller MAC
frames for transmission, which provides a reasonable
assumption that each data flow has the same MAC
frame size. Let ���� be the probability that a MAC
frame is transmitted from a node in class � and suc-
cessful. With this, it is considered that all the traf-
fic flows within a WLAN would fairly share the wire-
less medium and the weighted fairness in the WLAN
is achieved, in a probabilistic sense, if the following
condition holds

����
��

�
����
��

� ��� 
 � ��� ���� �� (2)

The remaining parts of this paper are organized
as follows. In Sections 2 and 3, we briefly summa-
rize the legacy IEEE 802.11 DCF and the P-IEEE
802.11 DCF adopted, respectively. Following that, a
Markov chain analysis for the P-IEEE 802.11 DCF in
the multi-class environment is given in Section 4. Ac-
cording to this model, the transmission probability to
achieve the weighted fairness is derived in Section 5.
The analytical results are examined with the experi-
ments in Section 6. The related works are summa-
rized in Section 7 as reference. Finally, conclusions
are drawn in Section 8.

2 IEEE 802.11 DCF

The basic scheme for IEEE 802.11 Distributed Co-
ordination Function (DCF) is Carrier Sense Multiple
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Figure 1: The basic operations of IEEE 802.11 DCF.

Access with Collision Avoidance (CSMA/CA). A col-
lision can be caused by two or more stations trying to
transmit a frame at the same time. After each frame
transmission, the sender waits for an acknowledge-
ment (ACK) from the receiver. If no ACK is received,
a collision must have occurred and the frame is re-
transmitted.

It is more precisely shown in Fig. 1 that before
initiating a transmission, a node senses the channel
to determine whether or not another station is trans-
mitting. If the medium is sensed idel for an specified
timer interval, called the distributed interframe space
(DIFS), the node is allowed to transmit. On the other
hand, if the medium is sensed busy, its transmission is
deferred until the ongoing transmission terminates. In
this case, the MAC adopts a slotted binary exponen-
tial backoff algorithm (BEB) to arbitrate the access.
That is, it will uniformly choose a random backoff in-
terval in ��� �
 � �� to initialize the backoff timer,
where �
 denotes the contention window size, and
is set to�
��� for the first transmission attempt. The
backoff timer will decrease if the channel is sensed i-
dle, stop when the channel is in progress, and reacti-
vate when the channel is sensed idle again for more
than DIFS. Each time slot immediately following an
idle DIFS is given its length equal to the time inter-
val needed for any node to detect the transmission of
a frame from any other node. When the backoff timer
expires, the node will try to transmit its frame at the
beginning of the next slot time. Finally, if the data
frame is successfully received, the receiver will send
its ACK after a specified interval, namely the short in-
terframe space (SIFS), which is less than DIFS. The
ACK is necessary because the inability of WLANs to
listen while transmitting. If the ACK is not correct-
ly received, the corresponding data frame will be re-
transmitted with the assumption of loss. In this case,
the BEB adopted will double the contention window
up to a pre-determined value �
�	
.

3 P-IEEE 802.11 DCF

To deal with the weighted fairness problem and fulfill
the design objective mentioned previously, we choose
to extend the capability of P-IEEE 802.11 DCF pro-
tocol in [2] that does comply with the legacy 802.11
DCF and require no changes in the existing frame for-
mats and access procedures.

This protocol is aim to solve the two major factors
affecting its performance: transmission failures and
idle slots due to back-off at each contention period.
In fact, for solving that, many other approaches have
been done with certain mechanisms that require some
kinds of modifications to the DCF, and the solving ap-
proaches exhibit a reasonable trend toward the solu-
tion. However, it should be noted that although these
approaches can increase the performance of WLANs
to some extent, they are seldom considered with the
compatibility issue to coexist with the legacy DCF.
In fact, the conventional IEEE 802.11 wireless card
is broadly accepted and well deployed in WLANs.
It seems impossible to modify all these cards so that
a certain modified 802.11-like MAC can be properly
carried out for better performance. Thus, a soft-state
modification on the MAC is more possible that pro-
vides a separate layer and involves no direct change
on the conventional standard. To this end, we consid-
er that

� instead of changing the existing standards such
as the back-off procedures, MAC formats, and
message sharing mechanisms in the DCF, the
transmission probability in each back-off stage of
contention window is directly manipulated, and

� for such manipulation, a separate layer between
the standard access scheme and the physical lay-
er is adopted.

As shown in Fig. 2, the P-IEEE protocol adopted uses
a separate layer between the standard access scheme
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Figure 2: The architecture of P-IEEE 802.11 DCF.

and the physical layer to calculate the transmission
opportunity for a node. When carried out, each n-
ode filters its transmission attempt based on the de-
cision made in this layer. If the decision is positive,
the frame under transmission is delivered by the nor-
mal DCF. Otherwise, the frame is deferred with a new
back-off interval, just as that it encounters a collision
in the legacy MAC.

Therefore, with this protocol a node can manip-
ulatively control its transmission flow. However, it
is still unknown that if a node in a certain priori-
ty class can decide the controlled p-persistent trans-
mission probability for its transmission flow to co-
operatively achieve the weighted fairness with other
flows from different classes in the WLAN. For solving
this problem, the controlled probability, called P T,
should be represented with a form that is analytically
tractable in the multi-class environment. In this work,
it is done with a simple non-uniform increasing func-
tion that can reasonably reflect the channel contention
level sensed by a node in class � and back-off stage 
.
More precisely, with �� as the transmission factor for
class �, the probability is represented by

� �
��� � �� ����� (3)

Given the above, the corresponding architecture of P-
IEEE for the multi-class environment is given in Fig.
3 for reference.

4 Throughput of P-IEEE 802.11 Pro-
tocol in Multi-Class Environment

4.1 Markov Model

For the throughput calculation in the multi-class en-
vironment, we first let the conditional collision prob-
ability of class � be �� (as � in [3]). Given that, the
successful transmission probability of a node in class
� can then be represented by ������� � ������ ��

�
��� .

With this probability, a node will reset its back-off
timer to a value within 
��� (the minimum window
size of class �). On the other hand, the failure trans-
mission probability of a node in class � can be given by
����� � ����������

�
��� . In this case, a node will defer

its transmission to the next back-off stage, choosing a
new back-off timer with a value within the window
size of the stage. Besides, other non-null probabili-
ties include the probability of 1 with which a back-
off timer should decrease by 1 when the channel is
sensed idle, and the probability of 1 with which a n-
ode should reset its contention window to 
��� when
the maximum back-off stage �� is encountered.

More precisely, for a node in class � � ��� � �, let
���� 	� be the stochastic process representing the back-
off timer � � ���
��� � ��, and ���� 	� be the process
representing the back-off stage 
 � ������. Thus, at
time 	, the state of a node in class � can be modeled
with a discrete-time Markov chain ����� 	�� ���� 	��,
and fully determined by ��� 
� ��, as shown in Fig.
4. With the Markov chain, the non-null probabilities
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Figure 3: The controlled p-persistent transmission probability for a node of class � in each back-off stage.

considered in above can be represented by�������������
������������

���� �� ���� �� � � �� � ��
� � ������� � ��� � � ������

���� �� ���� �� �� �
��������

�
���

����
�

� � ������� � ��� � � ������

���� �� ���� � � �� �� �
����������

�
�����

����
�

� � ������� � ��� � � ������
���� �� ���� ��� �� � �

����
�

� � ��������
� ��

(4)
Denoting the stationary distribution of the Markov

chain with �����
, we have the following relationship
between back-off stages:

�������� �
�
�� ��� ��� � �

�
�����

�
� ������

�� ������ �

��
���

�
�� ��� ��� � �

�
�����

�
� �������

� � ������ (5)

In addition, the relationships between the neighboring
back-off states can be represented by

������ � �������� �
�

����

��
��� ��� �

����	
���

� �
��� � ������ � �������



� � � ������� � ��

(6)

and

������ � �������� �
�
�� ��� ��� � �

�
�����

�
� ���������

� � ������� � � ������� � �� (7)

From (5), and (6), we can deduce for all � �
���
��� � ��

������ � �������� �
�

����
��

��� ��� �

����	
���

�
�
��� �

����
���

��� ��� ����
�
���� � ������ � �������




�
���� � �

����
��

��� ��� �

����	
���

�
�
��� �

����
���

��� ��� ����
�
���� � ������ � �������




(8)

and for all � � ���
� � �� and 
 � ������

������ �
���� � �

����

�
�� ��� ��� � �

�
�����

�
� �������� (9)

Owing to the chain regularities, for each � �
���
��� � ��, we have

������ �
���� � �

����

(10)

�

��
�

��� ��� �
�����

���
� �
��� �����

���
��� ��� ����

�
���� � ������ � �������� � � ��

�� ��� ��� � �
�
�����

�
� ��������� � 	 � � ��

A solution for ������ in terms of average conditional
collision probability, ��, and the P T in back-off stage,
� �
��� , is found by imposing the normalization condition

on the Markov process as

� �

��	
���

������	
���

������ (11)

WSEAS TRANSACTIONS on COMMUNICATIONS Jain-ShingLiu

ISSN: 1109-2742 608 Issue 6, Volume 7, June 2008



0 0, i,

1 0, i,

2 0, i,

2Wi,0, i,0 −

1Wi,0, i,0 −

0 1, i,

1 1, i,

2 1, i,

2Wi,1, i,1−

1Wi,1, i,1−

0 2, i,

1 2, i,

2 2, i,

2Wi,2, i,2 −

1Wi,2, i,2 −

0 ,m i, i

1 ,m i, i

2 ,m i, i

2W,mi,
imi,i −

1W,mi,
imi,i −

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

)0C(P )1C(P
)2C(P )1C(P −m

)0C(P-1
)1C(P-1

)2C(P-1 1

0

1

2

im

Figure 4: The Markov chain model for the MAC under the multi-class environment.

Finally, since a node transmits a frame when the back-
off timer reaches zero and the P T in the back-off
stage, � �

��� , allows the transmission, the probability ��
that a node transmits a frame in a randomly chosen
time is obtained as

�� �

��	
���

� �
��� � ������ (12)

In the stationary state, the probability �� that a s-
tation in the back-off stage for class � senses the chan-
nel busy is given by

�� � �� ��� ���
����

�

	�

���
 ���

��� �
�
�� (13)

Consequently, the set of Eqs. (12) and (13) �� �
�� ���� �� represent a nonlinear system of equations
with �� unknowns �� and ��, which can be solved
by numerical methods.

4.2 Throughput Analysis

We now consider the throughput calculation. For this,
we let ��� be the probability of at least one transmis-
sion in a slot time, which can be obtained by ��� �

� �
��

����� � ���
�	 . Similarly, let ���� be the prob-

ability of a transmission that is successful for a node
in class �, and �� be the probability that a successful
transmission occurs in a slot time, which can be ob-
tained by ���� � �� �������

���� �
��

��������������
�	 ,

and �� �
��

��� �� � ���� �
��

���
�����
����

� �� � ����,
respectively. With these probabilities, we can express
the throughput for a node in class �, ��, and the overall
system throughput, �, as the following ratios

�� �
���� � ��� �

��� ���� � � 	 �� � �� 	 ���� � ��� � ��
(14)

� �
�� ���� �

��� ���� � � 	 �� � �� 	 ���� � ��� � ��
(15)

where �� denotes the average time the channel is
sensed busy because of a successful transmission, and
�� denotes that for a collision. ��� � is the average
frame length and � represents the duration of an emp-
ty slot time.

In addition, although RTS/CTS mode exits for
mitigating hidden terminal problem, it incurs signifi-
cant overhead and is often not used [4]. Thus, we con-
sider the throughput calculation and the correspond-
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ing times only for basic mode

	 ��


 � 
��
 �� ���� � � Æ � 
��
 ���� � Æ

	 ��

� � 
��
 �� ���� �� � 
��
 ����

(16)
where � denotes the physical header plus the MAC
header, and Æ denotes the propagation delay. �����
represents the average length of the longest frame pay-
load involved in a collision. With the consideration of
the same frame size, ����� is now equal to ��� �.

5 Weighted Fairness with P-IEEE
802.11 DCF

In this section, we introduce a method to obtain
weighted fairness among data traffic in different pri-
ority classes. For doing so, we take ���� (given previ-
ously) into the weighted fairness in (2), and after some
simple manipulations, we have

�� � ��� ���
���� � ��� ���

��

��

� (17)

�� � ��� ���
���� � ��� ���

��

��
� ��� 
 � ��� ���� ��

Further, without loss of generality, we let �� � ��,
which leads to

�� �
�� � �� � ��� ���

����

�� � ��� ����� 	 �� � �� � ��� �������

�
�� � ��

�� � �� � �� 	 �� � ��
(18)

In other words, any �� � 
 �� � can be represented in
terms of �� , ��, and ��. Thus, if the transmission
probability of class 1, ��, can be given, the transmis-
sion probabilities of the other classes, ��s, can then be
obtained with �� and the weights ��s.

6 Performance Evaluation

In this section, we report on experiments made in or-
der to verify the theoretical results derived previously.
In the experiments, we implement P-IEEE with mul-
tiple classes on the Pythagor simulator [5] and let all
nodes with IEEE 802.11a PHY be uniformly distribut-
ed in the WLAN. Each node has a flow with ����-
bytes of UDP packets toward a randomly chosen des-
tination, resulting in the saturated throughput as re-
quired. With the assumption of no hidden terminal
problem, P-IEEE and IEEE 802.11 MAC are both tak-
en into account for the throughput weighted fairness,
with different scenarios. However, we show only the

results of 6 Mbps data rate in IEEE 802.11a PHY, due
to space limitations. Other results with different data
rates have the same trend, and can be represented by
that of 6 Mbps. With that, we investigate the impact
of the number of nodes in each priority class on the
weighted fairness.

6.1 The 2 classes case

In the first set of experiments, two classes are involved
and the weighted shares between the two classes are
1 and 0.5, respectively. Moreover, the number of sta-
tions of each class increases from 1 to 10, which repre-
sents different scenarios of the experimented wireless
network. For each scenario, we let �� be 0.05 and 0.2,
respectively. Then, as indicated previously, given the
transmission probability of class 1, ��, along with the
weights ��s, we can eventually obtain the transmis-
sion probabilities of the other classes, ��s to fulfill the
requirement of weighted fairness.

In addition to the above, we conduct these exper-
iments with two different fairness metrics to quantita-
tively evaluate these MACs. The first metric is the di-
rect ratio between the performance metrics from these
classes. More precisely, we consider the through-
put ratio as ��

��
. The second metric is the so-called

�������� ����� in [6]. In this metric, �� denotes the
throughput of traffic flow � , and �� denotes the asso-
ciated weight. The throughput fairness index, ��, is
then defined as

�� �
 ���!�� �

 ���!�� � 	 "���!�� �
(19)

where  and " denote, respectively, the mean and the
standard deviation of ��!�� over all the active data
traffic flows.

Figure 5(a) shows the throughput results, with
lines denoting the theory’s and symbols denoting the
simulation’s. From this figure, we have the follow-
ing points of observation. First, the simulation results
well match those of theory. This indicates that our
analysis can correctly evaluate these methods. Sec-
ond, the throughput of class 1 is almost 2 times that of
class 2 in all scenarios. The fair share is expected and
can be further confirmed in Fig. 5(b), in which the
lines and symbols both denote the simulation result-
s. It is readily observable from this subfigure that the
direct ratio between class 1 and 2 is about 2 and the
fairness index is about 1 despite the scenarios. Both
indicate the same results on the fairness. However the
former represents the desired fair share between these
two classes while the latter shows the fairness in the
sense that the weighted share is nearly identical for
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Figure 5: Throughput results of 2 classes: (a) throughput of �� � ���
, and (b) fairness of �� � ���
,(c) throughput
of �� � ���, and (b) fairness of �� � ���.

each traffic flow with few variations. All the above in-
dicates that the design goal, achieving weighted fair-
ness, can be actually obtained with our method based
on the P-IEEE protocol. Third, as one can expect,
a higher �� can lead to a higher throughput. This is
reflected in Fig. 5(c), showing that �� � ��� does
provide better throughputs than �� � ���
. Howev-
er, regardless of the throughput differences, Fig. 5(d)
shows the same weighted share as that shown in Fig.
5(b). That is to say, the weighted fairness can be actu-
ally achieved by the proposed method with the equa-
tion of (18), for a given ��.

6.2 The 3 classes case

In the second set of experiments, we demonstrate
service differentiation for 3 priority classes with the

weighted fair share of �� � �, �� � ��
 and �� � ���.
Similarly, in order to study the impact of the number
of nodes in each priority class on the service differen-
tiation, we make also 10 different simulation scenarios
with the number of stations of each class increasing
from 1 to 10. Figure 6 shows the throughput results
and the corresponding fairness values for �� � ���
.
With this figure, we find that 1) the weighted fairness
among data traffic in the 3 different priority classes
is exactly 1:0.5:0.1 with only a few fluctuations, as
expected. The latter is more clearly demonstrated in
Fig. 6(b) that the direct ratio between class 1 and class
2 has the value around 2 and that between class 1 and
class 3 has the value around 10. In addition, the fair-
ness index in Fig. 6(b) also confirms the ratios with
the value near 1 in all experiments.

Similarly, figures 6(c) and (d) shows the results of
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Figure 6: Throughput results of 3 classes: (a) throughput of �� � ���
, and (b) fairness of �� � ���
,(c) throughput
of �� � ���, and (b) fairness of �� � ���.

�� � ���. With the same trend of Figs. 6(a) and (b),
it exhibits again that the proposed method can lead to
the same weighted fairness among data traffic flows
from different priority classes, despite the scenarios.

6.3 Comparison with 802.11e Parameters

In this set of experiments, we compare � of P-IEEE
with the parameters proposed in IEEE 802.11e, i.e.,
the initial window size, 
�, the maximum contention
window size, ��, and the difference between each
class’s AFIS, �. In terms of the capability of achieving
weighted fairness in a WLAN, these parameters are e-
valuated theoretically and verified with simulations.
Without loss of generality, they are all examined with
2 priority classes and the weighted share of 2 and 10,
respectively.

In addition, we let the number of nodes of class
1 be 2 and that of class 2 vary from 2 to 20, which
provides the ratio between the number of competing
nodes in the two classes ranging from 1 to 0.1. Giv-
en that, the MAC parameters of class 1 are fixed to
a given value so that those of class 2 can be adjusted
to achieve the desired fair shares. To be specific, the
parameters for class 1, ��, 
�� , and ��

�
, are all given

with values of 0.5, 16, and 5. On the other hand, only
one of these parameters for classes 2, i.e., ��, 
�� ,
and ��

�
, is varied for the desired fairness. However,

since ��
�

can not be obtained with a reasonable val-
ue when 
�� and 
�� are both 16 for all different
numbers of nodes, we use the adjusted 
�� for the ��

parameter adjustment.

Similarly, with 
� and �� being fixed in both
classes, we examine different AIFS difference values
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of � (i.e., #$����� � #$�����) to find the best that
can achieve the desired fairness. However, except the
simulation, there provides no theoretical results be-
cause the analysis of AIFS differentiation is out of
scope of this work. Apart from that, we can obtain
each parameter for adjustment not only from simula-
tions but also from theoretical solutions of Eqs. (12),
(13), and (18).

The results are shown in Fig. 7. As can be seen,
the approach of adjusting �� widely fluctuates around
the desired ratios (2 and 10). That is, a slight change
of the parameter may have a great impact upon the
parameter adjustment for the weighted fairness. For
example, fixing ��

�
� 
 may provide 1.613 or 2.394

of ��
�

depending on the network congestion level (the
total number of competing nodes). However, as it
should be, the MAC protocol refines both values to
the closet integer, 2, and the parameter values become
equal even though the significant difference between
them exists, which induces the fluctuation. Similarly,
adjusting the AIFS difference value of � also results
in a curve with observable fluctuation.

On the other hand, it can be readily seen that set-
ting � provides more accurate results than adjusting
the parameters of IEEE 802.11e for supporting the
weighted fairness. As shown in the figure, without
the requirement of adjusting � to its closet integer, P-
IEEE can theoretically achieve the perfect weighted
fairness. This is confirmed by our simulations, which
shows that the values of P-IEEE are very close to the
desired ratios, and well matches the results in theory.

7 Related Works

Since IEEE 802.11 becomes the de facto standard for
WLANs, there are quite a lot of related works pro-
posed either for obtaining its theoretical limits or for

improving its performances. According to their prop-
erties, we may classify these previous works into three
categories as follows. The first aims to modify ei-
ther the parameters of this MAC (e.g., initial con-
tention window, interframe time, backoff parameter,
etc.) or the existing standards (e.g., back-off proce-
dures, MAC formats, etc.) so that the behavior of
contention can be well shaped and better performance
can be resulted [7–13]. The second uses the theoret-
ical results derived from a p-persistent CSMA vari-
ant that can approximately represent the IEEE 802.11
MAC to adjust its parameters for increase of perfor-
mance [14–16]. The third concerns a dynamic proce-
dure that can self-adapt the contention level by using
certain measurement metrics derived from the calcu-
lations given in their works [17, 18]. In addition to
the above, many analytical works for the MAC have
also been proposed in literature to estimate possible
throughput and other performance metrics when the
DCF MAC is adopted in WLANs or in ad hoc wire-
less networks [3, 19–22].

Specifically, many related works have been done
to develop scheduling algorithms for wireless net-
works to achieve weighted fairness. However, most of
them are centralized or polling-based protocols. Re-
cently, with the distributed EDCF in IEEE 802.11e,
some works have also been done for service differ-
entiation by using different priority schemes based
on, for example, setting different IFS, CW, or back-
off parameters specified in the MAC. More precisely,
we can also classify these differentiation schemes in-
to three categories: backoff-based schemes [23–26],
IFS-based schemes [25, 27] and hybrid schemes [28,
29]. For the first, bakoff-based schemes can be fur-
ther divided into the following sub-categories: 1) d-
ifferentiating the initial window size [24, 26], 2) dif-
ferentiating the window-increasing factor [26], 3) d-

WSEAS TRANSACTIONS on COMMUNICATIONS Jain-ShingLiu

ISSN: 1109-2742 613 Issue 6, Volume 7, June 2008



ifferentiating the maximum backoff stage [26], 4) d-
ifferentiation the maximum window size [24], 5) dif-
ferentiating the bacoff time distribution [23, 25], and
6) combining two or more of the above differenti-
ating schemes [24, 26]. On the other hand, Hybrid
schemes, such as [28, 29], are usually sought to adopt
both backoff-based and IFS-based ones. However, al-
l the above IEEE 802.11e-based approaches consider
only how to manipulate the existing IEEE 802.11e pa-
rameters to achieve the differentiation service, which
involves no innovation for the standard. On the con-
trary , with an innovative mechanism, recently in [30]
we propose a method to achieve uplink and downlink
resource allocation in the IEEE 802.11 DCF-based
WLANs without the aid of the existing IEEE 802.11e
paramters. Given the merits of this approach, howev-
er, it considers only 2 classes, and provides no general
solution for the number of classes larger than 2, and
thus can not solve the weighted fairness problem un-
der consideration.

8 Conclusion

In this paper, we use a p-persistent transmission con-
trol protocol to enhance the legacy IEEE 802.11 D-
CF with the capability of achieving weighted fair-
ness among data traffic in different priority classes in
WLANs. Experiment results show the correctness and
effectiveness of the proposed method that can actually
achieve the weighted fair share.

When compared with other possible IEEE 802.11
variants, this method may be considered as a more
convenient alternate that can properly provide differ-
ential services in the WLANs, with the p-persistent
transmission probability, P T, as a parameter that can
comply with the legacy DCF. Given the characteris-
tics of simplicity and complete distribution, the issue
about how to extend this method to achieve not on-
ly the weighted fairness but also maximize the system
throughput and minimize the frame delay at the same
time is still a challenging problem even not impossi-
ble, which will be our future work.
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