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#### Abstract

Proper linear codes play an important role in error detection. They are characterized by an increasing probability of undetected error $p_{\mathrm{ue}}(\varepsilon, C)$ and are considered "good for error detection". A lot of CRCs commonly used to protect data transmission via a variety of field busses are known for being proper. In this paper the weight distribution of proper linear codes on a binary symmetric channel without memory is investigated. A proof is given that its components are upper bounded by the binomial coefficients in a certain sense. Secondly an upper bound of the tail of the binomial is given, and the results are then used to derive estimates of $p_{\mathrm{ue}}(\varepsilon, C)$. If a code is not proper, it would be desirable to have at least subintervals, where $p_{\mathrm{ue}}(\varepsilon, C)$ increases, or where it satisfies the $2^{-1}$-bound. It is for this reason that next the range of monotonicity and of the $2^{-r}$-bound is determined. Finally, applications on safety integrity levels are studied.
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## 1 Introduction

Let $C$ be a $[n, k]$ linear code on a binary symmetric channel without memory, where $n$ is the block length and $k$ is the number of data bits. The probability of undetected error of such a code is then given by (see [20] for example):

$$
p_{u e}(\varepsilon, \mathrm{C})=\sum_{l=1}^{n} A_{l} \varepsilon^{l}(1-\varepsilon)^{n-l},
$$

where
$A_{l}=$ component of the weight distribution of $C$
$=$ number of code words of weight $l$,
$\varepsilon=$ bit error probability,
$n=$ block length.
$d=$ minimum distance of $C$.
Clearly the $A_{l}$ are upper bounded by the binomial coefficients

$$
\begin{equation*}
A_{l} \leq\binom{ n}{l}, \tag{1}
\end{equation*}
$$

an inequality representing the so called "worst case".
In several publications ([1], [2], [16], [17], [18]) the range of binomiality of a linear code has been investigated, i.e. the range of all indices $l$ with $A_{l}$ satisfying

$$
\begin{equation*}
A_{l} \leq \gamma \cdot \frac{\sqrt{n}}{2^{r}} \cdot\binom{n}{l} \tag{2}
\end{equation*}
$$

where $r=n-k$ is the length of the check sum and $\gamma$ $>0$ is a positive constant. If $C$ is a cyclic redundancy check (CRC) $r=n-k$ is equal to the degree of the polynomial generating the CRC. A common result of all papers is that there is binomial behavior of $A_{l}$ when $l$ is taken from some neighborhood of $n / 2$. Moreover, in each subinterval large enough there is an index $i$ such that the binomial bound is asymptotically met (see for example [1] or [16]).
But apart from those results, the question arises, if there is a complete class of codes with a weight distribution showing binomial behaviour for all indices $l$. Until now in literature, there seem to be reported no results of this kind. An answer to this question shall be given in subsection 3.1. Theorem 2 states that binomial behaviour is closely related to the monotonicity of $p_{\mathrm{ue}}(\varepsilon, C)$ : Ranges of monotonicity are ranges of binomiality. This issue leads directly to the problem of determining the range of monotonicity, a question being attacked in [9] by Dodunekova and Nikolova. Their results will be improved by ours in section 4 .
In addition to theoretical considerations binomial behaviour is of great interest when dealing with estimates of the probability of undetected error. Depending on $\gamma$ and the block length $n$, inequality (2) improves (1) by a factor of $2^{-r}$ being enormous say for a CRC-32. If nothing is known about the
code but its minimum distance, you will have to be content with (1) (see Annex G of the committee draft in [15]). Misleadingly in [15], estimate (2) without the factor $n^{1 / 2}$ is attributed to all proper codes, a fact being false (see [1], [16]). On the other hand, inequality (2) may be applied with benefit in all cases, in which the exact weight distribution of a code is unknown, but its minimum distance and monotonic behaviour can be supposed to be known. And it is a useful instrument, if you want to get a close upper bound on the probability of undetected error without calculating the exact weights of a code. In [13] for example, optical data communication via Wavelength Division Multiplexing (WDM) for security applications is investigated. Now the question arises, to which amount the probability of undetected error is reduced by using those techniques. The results of this paper together with those in [4] are serving in [23] to answer this question. In [21] a safety analysis of fieldbus systems is performed by means of a Markov model. Our results could be used to add an estimate of the probability of undetected error to those ideas, and it turns out that they constitute a considerable improvement of estimates known so far.
Therefore first of all we shall now have a closer look at so called proper codes.

## 2 Proper Linear Codes

A linear code $C$ is said to be proper if and only if the probability of undetected error $p_{\mathrm{ue}}(\varepsilon, C)$ is an increasing function of $\varepsilon$ in the interval $[0,1 / 2]$.
Because of

$$
\begin{align*}
p_{u e}(\varepsilon, C) & \leq p_{u e}(1 / 2, C) \\
& \leq\left(2^{\mathrm{k}}-1\right) / 2^{n}  \tag{3}\\
& <1 / 2^{r}
\end{align*}
$$

for all $\varepsilon \in[0,1 / 2]$, proper linear codes obey the $2^{-r}$ bound. Those codes are considered "good for error detection" (see for example [19]), and they are widely used in this field.
A lot of important CRCs used to protect data transmission are known for being proper (at least for most block lengths, see [3], [7], [8], [10], [11], [12]). On the other hand nothing seems to be known about specific properties of the weight distribution of a linear code resulting from properness.
In subsection (3.1) of this paper we shall prove that the weight distribution of each proper linear code is showing binomial behavior in the sense of (2) for all components $A_{l}$ with $l \leq n / 2$. Moreover we shall
demonstrate that, if $p_{\mathrm{ue}}(\varepsilon, C)$ increases on the interval [ $\beta, 1 / 2$ ], then each component $A_{l}$ of the weight distribution of $C$ with $\beta \leq l / n \leq 1 / 2$ is showing binomial behavior. In subsection 3.2 we shall give estimates of the tail of the binomial, and use it in 3.3 to derive upper bounds on the probability of undetected error for proper linear codes.
In the sections 4 and 5 we then determine the range of monotonicity and an interval, where the $2^{-r}$-bound is satisfied. Finally the consequences of the estimates of $p_{\text {ue }}(\varepsilon, C)$ for the problem of achieving a specific Safety Integrity Level (SIL) are investigated.

## 3 Binomial Behavior and Properness

### 3.1 The Weight Distribution

In order to demonstrate our main result we took advantage of Stirling's approximation

$$
1 \leq \frac{n!}{\sqrt{2 \pi n}(n / \mathrm{e})^{n}} \leq 1+1 / 11 n \text { for all } n=1,2,3, \ldots
$$

from which we were able to deduce
Theorem 1: Let $C$ be an arbitrary linear code, then for each component $\mathrm{A}_{l}$ of the weight distribution of $C$ the inequality

$$
A_{l} \leq \frac{72}{121} \sqrt{2 \pi} \sqrt{n} \cdot p_{u e}\left(\frac{l}{n}, C\right) \cdot\binom{n}{l}
$$

holds.
Proof: For all $l=1, \ldots, n$ the subsequent inequality is obvious

$$
\begin{align*}
A_{l}\left(\frac{l}{n}\right)^{l}\left(1-\frac{l}{n}\right)^{n-l} & \leq \sum_{i=1}^{n} A_{i}\left(\frac{l}{n}\right)^{i}\left(1-\frac{l}{n}\right)^{n-i}  \tag{4}\\
& =p_{u e}\left(\frac{l}{n}, C\right) .
\end{align*}
$$

Consequently

$$
\begin{aligned}
A_{l} & \leq \frac{1}{\left(\frac{l}{n}\right)^{l}\left(1-\frac{l}{n}\right)^{n-l}} \cdot p_{u e}\left(\frac{l}{n}, C\right) \\
& =\frac{n^{n}}{l^{l}(n-l)^{n-l}} \cdot p_{u e}\left(\frac{l}{n}, C\right),
\end{aligned}
$$

from which, by Stirling's approximation, we get

$$
\begin{aligned}
A_{l} & \left.\leq \frac{n!\mathrm{e}^{n}}{\sqrt{2 \pi n}} \frac{\frac{12}{11} \sqrt{2 \pi l} \frac{12}{11} \sqrt{2 \pi(n-l)}}{\left(\mathrm{e}^{l}\right.} \frac{(n-l)!\mathrm{e}^{n-l}}{p_{\mathrm{ue}}} \frac{l}{n}, C\right) \\
& =\frac{144}{121} \sqrt{2 \pi} \sqrt{\frac{l(n-l)}{n}} \frac{n!}{l!(n-l)!} \cdot p_{\mathrm{ue}}\left(\frac{l}{n}, C\right) \\
& =\frac{144}{121} \sqrt{2 \pi} \frac{1}{\sqrt{n}} \sqrt{l(n-l)} \cdot\binom{n}{l} \cdot p_{\mathrm{ue}}\left(\frac{l}{n}, C\right) .
\end{aligned}
$$

And then, by the inequality of the arithmetic and geometric means

$$
\begin{aligned}
A_{l} & \leq \frac{144}{121} \sqrt{2 \pi} \frac{1}{\sqrt{n}} \frac{l+(n-l)}{2} \cdot\binom{n}{l} \cdot p_{u e}\left(\frac{l}{n}, C\right) \\
& \leq \frac{72}{121} \sqrt{2 \pi} \sqrt{n} p_{\text {ue }}\left(\frac{l}{n}, C\right) \cdot\binom{n}{l} .
\end{aligned}
$$

Remark 1: Perry in [19] used (4) to find codes not satisfying the $2^{-r}$ bound. We pursued a different plan, and therefore continued in a different way.

Now we are able to state our main result:
Theorem 2: Let the probability of undetected error $p_{\text {ue }}(\varepsilon, C)$ of the linear code $C$ be an increasing function of $\varepsilon$ on the interval $[\beta, 1 / 2]$. Then each component $A_{l}$ of the weight distribution of $C$ with $\beta$ $\leq l / n \leq 1 / 2$ is showing binomial behavior, i.e.:

$$
A_{l} \leq \frac{72}{121} \sqrt{2 \pi} \cdot \frac{\sqrt{n}}{2^{r}} \cdot\binom{n}{l}
$$

In particular the components $A_{l}$ of the weight distribution of a proper linear code are showing binomial behaviour for all $l=1, \ldots,\lfloor n / 2\rfloor$.

Proof: For all $l$ with $\beta \leq l / n \leq 1 / 2$ we have $p_{\text {ue }}(l / n, C) \leq p_{\text {ue }}(1 / 2, C) \leq 2^{-r}$, from which the statement follows by Theorem 1 .

Remark 2: As the proof shows, Theorem 2 remains valid, if we replace properness by the more general condition of C satisfying the $2^{-r}$ bound. Because of the importance of the class of proper linear codes and due to the fact that normally properness is used to validate the $2^{-r}$ bound, we didn't state Theorem 2 under the most general conditions.

As an easy conclusion of Theorem 1 we now get immediately a first simple estimate of the probability of undetected error:

Theorem 3: Let $C$ be an arbitrary linear code, then for each $\varepsilon$ with $0 \leq \varepsilon \leq 1$ the probability of undetected error is upper bounded by
$p_{\text {ue }}(\varepsilon, C) \leq \frac{72}{121} \sqrt{2 \pi} \sqrt{n} \cdot \sum_{l=d}^{n} p_{u e}\left(\frac{l}{n}, C\right) \cdot\binom{n}{l} \varepsilon^{l}(1-\varepsilon)^{n-l}$

### 3.2 The Tail of the Binomial

We now want to apply the statement of Theorem 2 to get an upper bound on the probability of undetected error of proper linear codes. To this end we need an estimate of the tail of the binomial delivered by Theorem 4.

Theorem 4: For all natural numbers $q$ and $n$ with $q$ $\leq n$ and all $\varepsilon$ with $0 \leq \varepsilon \leq 1$ the tail of the binomial obeys the following inequality:

$$
\begin{equation*}
\sum_{l=q}^{n}\binom{n}{l} \varepsilon^{e}(1-\varepsilon)^{n-e} \leq\binom{ n}{q} \varepsilon^{q} \leq \frac{1}{q!} n^{q} \varepsilon^{q} \tag{5}
\end{equation*}
$$

Proof: a) To begin with, let $k, n$ and $q$ be natural numbers satisfying $k+q \leq n$, with the help of which we get an estimate of the binomial coefficients:

$$
\begin{aligned}
\binom{n}{k+q} & =\frac{n(n-1) \cdots(n-q+1)}{(k+q) \cdots(k+1)} \cdot \frac{(n-q) \cdots(n-k-q+1)}{k!} \\
& =\frac{n(n-1) \cdots(n-q+1)}{(k+q) \cdots(k+1)}\binom{n-q}{k} \\
& \leq \frac{n(n-1) \cdots(n-q+1)}{q!}\binom{n-q}{k} \\
& =\binom{n}{q} \cdot\binom{n-q}{k}
\end{aligned}
$$

b) When then focusing onto (5) by means of part a), we achieve

$$
\begin{aligned}
\sum_{l=q}^{n}\binom{n}{l} \varepsilon^{l}(1-\varepsilon)^{n-l} & =\varepsilon^{q} \sum_{l=q}^{n}\binom{n}{l} \varepsilon^{l-q}(1-\varepsilon)^{n-l} \\
& =\varepsilon^{q} \sum_{k=0}^{n-q}\binom{n}{k+q} \varepsilon^{k}(1-\varepsilon)^{n-k-q} \\
& \leq \varepsilon^{q} \cdot \sum_{k=0}^{n-q}\binom{n}{q} \cdot\binom{n-q}{k} \varepsilon^{k}(1-\varepsilon)^{n-k-q} \\
& =\varepsilon^{q}\binom{n}{q} \cdot\{\varepsilon+(1-\varepsilon)\}^{n-q}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{n \cdot(n-1) \cdots(n-q+1)}{q!} \varepsilon^{q} \\
& \leq \frac{n^{q}}{q!} \varepsilon^{q} .
\end{aligned}
$$

Now, by inequality (1) and Theorem 4 a simple inequality turns out.

Theorem 5: Let $C$ be an arbitrary linear code, then for each $\varepsilon$ with $0 \leq \varepsilon \leq 1$ the probability of undetected error is upper bounded by

$$
\begin{equation*}
p_{u e}(\varepsilon, C) \leq \sum_{l=d}^{n}\binom{n}{l} \varepsilon^{e}(1-\varepsilon)^{n-e} \leq \frac{1}{d!} n^{d} \varepsilon^{d} \tag{6}
\end{equation*}
$$

where $d$ is the minimum distance of $C$.
Remark 3: If nothing is known about the code but its minimum distance $d$, Theorem 5 is useful for calculating maximal block lengths in order to achieve a specific upper bound $\sigma$ on $p_{\text {ue }}(\varepsilon, C)$. In fact, solving

$$
\frac{1}{d!} n^{d} \varepsilon^{d}<\sigma
$$

for $n$ yields

$$
\begin{equation*}
n_{\max }<\varepsilon^{-1}(\sigma d!)^{1 / d} \tag{7}
\end{equation*}
$$

In fact (7) is used when dealing with safety related systems.
Binomial coefficients play an important role in error detection (see for example [26]).Therefore the results of this subsection on its own may have various applications.

### 3.3 The Probability of Undetected Error

Now we are in a position to estimate the probability of undetected error in the case of proper linear codes. As common use, $\lfloor x\rfloor$ has the meaning of the floor function (highest integer less than or equal to $x)$.

Theorem 6: Let $C$ be a proper linear code, then for all $\varepsilon \in[0,1 / 2]$ the probability of undetected error obeys
(8) $p_{u e}(\varepsilon, C) \leq \frac{72}{121} \sqrt{2 \pi} \sum_{l=d}^{\lfloor n / 2\rfloor} \frac{\sqrt{n}}{2^{r}}\binom{n}{l} \varepsilon^{l}(1-\varepsilon)^{n-l}+R_{n}(\varepsilon)$,
where $d$ is the minimum distance of $C$, and the remainder term $R_{n}(\varepsilon)$ satisfies
$R_{n}(\varepsilon) \leq\binom{ n}{\lfloor n / 2\rfloor} \varepsilon^{\lfloor n / 2\rfloor} \leq \begin{cases}(2 \sqrt{\varepsilon})^{n} & , \text { if } \mathrm{n} \geq 3 \text { and even, } \\ 2(2 \sqrt{\varepsilon})^{n-1}, & \text { if } \mathrm{n} \geq 4 \text { and odd }\end{cases}$

Proof: a) Firstly, let $n$ be even, then by Theorem 2

$$
\begin{aligned}
p_{u e}(\varepsilon, C) & =\sum_{l=d}^{n / 2} A_{l} \varepsilon^{l}(1-\varepsilon)^{n-l}+\sum_{l=n / 2+1}^{n} A_{l} \varepsilon^{l}(1-\varepsilon)^{n-l} \\
& \leq \frac{72}{121} \sqrt{2 \pi} \sum_{l=d}^{\lfloor n / 2\rfloor} \frac{\sqrt{n}}{2^{r}} \cdot\binom{n}{l} \varepsilon^{l}(1-\varepsilon)^{n-l}+R_{n}(\varepsilon),
\end{aligned}
$$

where (by Theorem 4 with $q=n / 2$ and Stirling's approximation)

$$
\begin{aligned}
R_{n}(\varepsilon) & =\sum_{l=q+1}^{n} A_{l} \varepsilon^{l}(1-\varepsilon)^{n-l} \\
& \leq \sum_{l=q}^{n} A_{l} \varepsilon^{l}(1-\varepsilon)^{n-l} \\
& =\frac{n!}{q!(n-q)!} \varepsilon^{q} \\
& \leq \frac{2 \sqrt{2 \pi n} n^{n} \mathrm{e}^{-n}}{\sqrt{2 \pi q} q^{q} \mathrm{e}^{-q} \sqrt{2 \pi \pi n-q)}(n-q)^{n-q} \mathrm{e}^{-(n-q)}} \varepsilon^{q} \\
& =\sqrt{\frac{2 n}{\pi(n / 2)(n / 2)} \frac{n^{n}}{(n / 2)^{n / 2}(n / 2)^{n / 2}} \varepsilon^{n / 2}} \\
& \leq(2 \sqrt{\varepsilon})^{n},
\end{aligned}
$$

if $n \geq 3$. Let now $n$ be odd, then again by Theorem 2

$$
\begin{aligned}
p_{u e}(\varepsilon, C) & =\sum_{l=d}^{(n-1) / 2} A_{l} \varepsilon^{l}(1-\varepsilon)^{n-l}+\sum_{l=(n+1) / 2}^{n} A_{l} \varepsilon^{l}(1-\varepsilon)^{n-l} \\
& \leq \frac{72}{121} \sqrt{2 \pi} \sum_{l=d}^{\lfloor n / 2\rfloor} \frac{\sqrt{n}}{2^{r}} \cdot\binom{n}{l} \varepsilon^{l}(1-\varepsilon)^{n-l}+R_{n}(\varepsilon),
\end{aligned}
$$

where, by Theorem 4 with $q=(n-1) / 2$, and, as in the proof of the "even case", by Stirling's approximation

$$
\begin{aligned}
R_{n}(\varepsilon) & =\sum_{l=q+1}^{n} A_{l} \varepsilon^{l}(1-\varepsilon)^{n-l} \\
& \leq \sum_{l=q}^{n} A_{l} \varepsilon^{l}(1-\varepsilon)^{n-l} \\
& \leq\binom{ n}{q} \varepsilon^{q} \\
& =\frac{n!}{q!(n-q)!} \varepsilon^{q}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{2 q+1}{q+1} \frac{(2 q)!}{q!q!} \varepsilon^{q} \\
& \leq 2 \frac{(2 q)!}{q!q!} \varepsilon^{q} \\
& \leq \frac{2 \cdot 2 \sqrt{2 \pi 2 q}(2 q)^{2 q} \mathrm{e}^{-2 q} \cdot \varepsilon^{q}}{\sqrt{2 \pi q} q^{\mathrm{q}} \mathrm{e}^{-q} \sqrt{2 \pi(2 q-q)}(2 q-q)^{2 q-q} \mathrm{e}^{-(2 q-q)}} \\
& =\frac{2 \sqrt{2 \pi 2 q}(2 q)^{2 q} \mathrm{e}^{-2 q} \cdot \varepsilon^{q}}{\sqrt{2 \pi q} q^{q} \mathrm{e}^{-q} \sqrt{2 \pi q}(q)^{q} \mathrm{e}^{-q}} \\
& =\frac{2 \cdot 2^{2 q} \cdot \varepsilon^{q}}{\sqrt{\pi q}} \\
& =\frac{2 \cdot 2^{n-1} \cdot \varepsilon^{\frac{n-1}{2}}}{\sqrt{\pi \frac{n-1}{2}}} \\
& \leq 2(2 \sqrt{\varepsilon})^{n-1}
\end{aligned}
$$

if $n \geq 4$.

Remark 4: Even for relatively large $\varepsilon\left(=10^{-2}\right)$ and relatively small $n(=40$, imagine a payload of 1 byte and a CRC-32) the remainder term $R_{n}(\varepsilon)$ is so small $\left(<10^{-26}\right)$ that it doesn't carry any weight compared with the first term on the right hand side of (8).

Now, as a consequence of Theorems 4 and 6, an analogon of Theorem 5 for proper linear codes emerges.

Theorem 7: Let $C$ be a proper linear code, then for all $\varepsilon \in[0,1 / 2]$ the probability of undetected error is upper bounded by:

$$
\begin{equation*}
p_{u e}(\varepsilon, C) \leq \frac{72}{121} \sqrt{2 \pi} \frac{\sqrt{n}}{2^{r}} \frac{1}{d!} n^{d} \varepsilon^{d}+R_{n}(\varepsilon) \tag{9}
\end{equation*}
$$

where $d$ is the minimum distance of $C$, and the remainder term $R_{n}(\varepsilon)$ obeys

$$
R_{n}(\varepsilon) \leq\binom{ n}{\lfloor n / 2\rfloor} \varepsilon^{\lfloor n / 2\rfloor} \leq \begin{cases}(2 \sqrt{\varepsilon})^{n} & \text {, if } \mathrm{n} \geq 3 \text { and even, } \\ 2(2 \sqrt{\varepsilon})^{n-1}, & \text { if } \mathrm{n} \geq 4 \text { and odd }\end{cases}
$$

Proof: a) By Theorem 6 we obtain

$$
p_{\mathrm{ue}}(\varepsilon, C) \leq \frac{72}{121} \sqrt{2 \pi} \sum_{l=d}^{\lfloor n / 2\rfloor} \frac{\sqrt{n}}{2^{r}} \cdot\binom{n}{l} \varepsilon^{l}(1-\varepsilon)^{n-l}+R_{n}(\varepsilon)
$$

$$
\begin{aligned}
& \leq \frac{72}{121} \sqrt{2 \pi} \frac{\sqrt{n}}{2^{r}} \sum_{l=d}^{n}\binom{n}{l} \varepsilon^{l}(1-\varepsilon)^{n-l}+R_{n}(\varepsilon) \\
& \leq \frac{72}{121} \sqrt{2 \pi} \frac{\sqrt{n}}{2^{r}} \frac{1}{d!} n^{d} \varepsilon^{d}+R_{n}(\varepsilon),
\end{aligned}
$$

the last inequality emerging from Theorem 4.
Finally let us state the subsequent Remarks, pointing out the influence of properness on the size of the probability of undetected error on one hand, and on maximal block lengths on the other hand.

Remark 5: In the case of a CRC of length $r$ and for all $n$ not too large, inequality (9) improves inequality (6) by a factor of

$$
\frac{72}{121} \frac{\sqrt{2 \pi n}}{2^{r}}
$$

Remark 6: Similar to (6) inequality (9) too is useful for calculating maximal block lengths in order to achieve a specific upper bound $\sigma$ on $p_{\text {ue }}(\varepsilon, C)$ :

$$
\begin{equation*}
p_{u e}(\varepsilon, C) \leq \frac{72}{121} \sqrt{2 \pi} \frac{\sqrt{n}}{2^{r}} \frac{1}{d!} n^{d} \varepsilon^{d}+R_{n}(\varepsilon)<\sigma . \tag{10}
\end{equation*}
$$

As in the case of Remark 3, solving

$$
\frac{72}{121} \sqrt{2 \pi} \frac{\sqrt{n}}{2^{r}} \frac{1}{d!} n^{d} \varepsilon^{d}<\sigma
$$

for $n$ yields

$$
n_{\max }<\left(\varepsilon^{-d} \cdot \sigma \cdot d!\cdot \frac{121}{72} \frac{1}{\sqrt{2 \pi}} 2^{r}\right)^{1 /(d+0.5)}
$$

I.e., apart from $R_{n}(\varepsilon)$, being small compared with the other term on the right hand side of (9), you only have to choose

$$
\begin{equation*}
n_{\max }<\left(\varepsilon^{-d} \cdot \sigma \cdot d!\cdot \frac{121}{72} \frac{1}{\sqrt{2 \pi}} 2^{r}\right)^{1 /(d+0.5)} \tag{11}
\end{equation*}
$$

and ensure $R_{n}(\varepsilon)$ to be small enough such that (10) is fulfilled.
In the case of a CRC of length $r$, inequality (11) improves inequality (7) by an order of magnitude of

$$
\left(\frac{121}{72} \frac{1}{\sqrt{2 \pi}} 2^{r}\right)^{1 /(d+0.5)}
$$

## 4 The Range of Monotonicity of

$p_{\text {ue }}(\varepsilon, C)$
With respect to Theorem 2 we thought it useful to investigate the question of intervals, where $p_{\text {ue }}(\varepsilon, C)$ is an increasing function of $\varepsilon$. In [9] Dodunekova and Nikolova determined intervals, where $p_{\text {ue }}(\varepsilon, C)$ increases. Let us first take a glance upon their results.
The dual code $C^{\perp}$ of $C$ is defined as the space of all $n$-tuples orthogonal to all code words of $C$ :

$$
C^{\perp}=\{\boldsymbol{x}: \boldsymbol{x} \cdot \boldsymbol{c}=0 \text { for all } \boldsymbol{c} \in C\}
$$

The dual code is an $[n, n-k]$ linear code. Its weight distribution is closely related to the weight distribution of $C$ by the MacWilliams Identities.
Let now $C$ be a binary linear code and $d^{\perp}$ the minimum distance of its dual $C^{\perp}$ (the "dual distance"), then according to Dodunekova and Nikolova the following results hold:

1. If

$$
\begin{equation*}
d^{\perp} \geq\left\lfloor\frac{n}{2}\right\rfloor+1 \tag{12}
\end{equation*}
$$

then $C$ are $C^{\perp}$ proper in $[0,1 / 2]$.
2. If $\lceil x\rceil$ represents the ceiling function (smallest integer not less than $x$ ) and

$$
\begin{equation*}
\left\lceil\frac{n}{3}\right\rceil \leq d^{\perp} \leq\left\lfloor\frac{n}{2}\right\rfloor \tag{13}
\end{equation*}
$$

then $C$ is proper in the interval

$$
\begin{equation*}
\left[\frac{n+1-2 d^{\perp}}{n-d^{\perp}}, \frac{1}{2}\right] \tag{14}
\end{equation*}
$$

One aim of this section is to generalize the conditions (12) and (13) and to spare them in the case of a CRC. On the other hand, for a CRC, we shall give a new interval of monotonic behavior instead of (14), pointing out the association to the degree of the CRC-polynomial more clearly.
Theorem 8 states a clear relationship between the order of growth of the dual distance and the range of monotonicity of a binary linear code.

Theorem 8: Let $C$ be a binary linear code and suppose that there is natural number $r$ such that

$$
\begin{equation*}
d^{\perp} \geq \frac{n}{r}-1 \tag{15}
\end{equation*}
$$

for all $n>2 r$. Then, if $n>2 r, p_{\text {ue }}(\varepsilon, C)$ increases on the interval

$$
J=\left[\frac{1}{2}\left(1-\frac{1}{2^{\rho}-1}\right), \frac{1}{2}\right]
$$

where the number $\rho$ is given by

$$
\rho=r \frac{n-1}{n-2 r}
$$

Proof: According to Dodunekova and Nikolova in [9], the following inequality

$$
\begin{aligned}
\frac{\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} p_{u e}(\varepsilon, C)}{n(1-\varepsilon)^{n-1}} & =1-\frac{2^{k}}{n} \sum_{l=d^{\perp}}^{n} l B_{l} \delta^{l-1}(1-\delta)^{n-l} \\
& \geq 1-2^{n-1} \delta^{d^{\perp}-1}(1-\delta)^{n-d^{\perp}}
\end{aligned}
$$

holds for the derivative of $p_{\mathrm{ue}}(\varepsilon, C)$, where

$$
\begin{equation*}
\delta=1-\frac{1}{2(1-\varepsilon)} \tag{16}
\end{equation*}
$$

( $\varepsilon$ and $\delta$ being always between 0 and 0.5 ). It is at this point that our prove continues in a manner different from Dodunekova's and Nikolova's in [9], and thus (15) yields

$$
\begin{aligned}
\frac{\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} p_{u e}(\varepsilon, C)}{n(1-\varepsilon)^{n-1}} & \geq 1-2^{n-1} \delta^{d^{\perp}-1} \\
& \geq 1-2^{n-1} \delta^{\frac{n}{r}-2}
\end{aligned}
$$

If now $\varepsilon$ is taken from $J$, then

$$
\varepsilon \geq \frac{1}{2}\left(1-\frac{1}{2^{\rho}-1}\right)
$$

and therefore because of (16)

$$
\begin{aligned}
\delta & \leq 1-\frac{1}{2\left(1-\frac{1}{2}\left(1-\frac{1}{2^{\rho}-1}\right)\right)} \\
& =1-\frac{1}{1+\frac{1}{2^{\rho}-1}} \\
& =1-\frac{2^{\rho}-1}{2^{\rho}} \\
& =\frac{1}{2^{\rho}} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
1-2^{n-1} \delta^{\frac{n}{r}-2} & \geq 1-2^{n-1}\left(\frac{1}{2^{\rho}}\right)^{\frac{n}{r}-2} \\
& =1-2^{n-1}\left(2^{-r \frac{n-1}{n-2 r}}\right)^{\frac{n-2 r}{r}} \\
& =1-1 \\
& =0
\end{aligned}
$$

leading finally to

$$
\frac{\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} p_{u e}(\varepsilon, C)}{n(1-\varepsilon)^{n-1}} \geq 0
$$

On the other hand, in [22] we proved that a lower bound on the dual distance $d^{+}$of a CRC is given by

$$
d_{n}^{\perp} \geq\left\lfloor\frac{n}{r}\right\rfloor \geq \frac{n}{r}-1
$$

where $r$ is the degree of its generating polynomial. That is, for a CRC the assumptions of Theorem 8 are satisfied, with $r$ being the degree of its generating polynomial. This remark yields

Theorem 9: Let $C$ be a CRC with a generating polynomial of degree $r$ and $n>2 r$. Then $p_{\text {ue }}(\varepsilon, C)$ increases on the interval

$$
\begin{equation*}
\left[\frac{1}{2}\left(1-\frac{1}{2^{\rho}-1}\right), \frac{1}{2}\right] \tag{17}
\end{equation*}
$$

where the number $\rho$ is given by

$$
\rho=r \frac{n-1}{n-2 r}
$$

Remark 7: For large $n, \rho$ tends to $r$

$$
\lim _{n \rightarrow \infty} \rho=r,
$$

a fact revealing, in which way the range of monotonicity depends on the degree $r$ of the CRCpolynomial.

Remark 8: Inequality (15) corresponds to (12) and (13) of Dodunekova and Nikolova in [9] respectively replaces them. However, the relationship between our interval (17) and Dodunekova's and Nikolova's interval (14) is more difficult to understand.

## 5 The $2^{-r}$-Bound on $p_{\text {ue }}(\varepsilon, C)$

According to Remark 2 and the last section, we shall now investigate the problem of finding intervals, where $p_{\text {ue }}(\varepsilon, C)$ satisfies the $2^{-r}$-bound. For a couple of years it was supposed that CRCs satisfy the $2^{-r}$ bound on [0, 1/2]. Unfortunately this is not true (for codes violating the $2^{-r}$-bound see Witzke\&Leung [24] or Wolf\&Blakeney [25]). In [22] we managed to prove a weaker form of the $2^{-r}$-bound for CRCs:

$$
\begin{equation*}
p_{\text {ue }}\left(\varepsilon, C_{n}\right) \leq 2^{-r}+\frac{2^{r}-1}{2^{r}}(1-2 \varepsilon)^{\frac{R}{r} n}-(1-\varepsilon)^{n} \tag{18}
\end{equation*}
$$

where $R=k / n=(n-r) / n$ is the rate of the CRC. With the help of (18) we now get the subsequent Theorem showing an interval, where $p_{\text {ue }}(\varepsilon, C)$ obeys the $2^{-r}$-bound.

Theorem 10: Let $C$ be a CRC with a generating polynomial of degree $r$. Then $p_{\text {ue }}(\varepsilon, C)$ satisfies the $2^{-r}$-bound on the interval

$$
\begin{equation*}
J=\left[\frac{1}{2}\left(1-\frac{1}{2^{\sigma}-\sigma}\right), \frac{1}{2}\right] \tag{19}
\end{equation*}
$$

where the number $\sigma$ is given by

$$
\sigma=\frac{r}{R} .
$$

Proof: To proof the Theorem it is sufficient to show

$$
(1-2 \varepsilon)^{\frac{R}{r} n} \leq(1-\varepsilon)^{n}
$$

or (being the same)

$$
\begin{equation*}
1-2 \varepsilon \leq f(\varepsilon) \tag{20}
\end{equation*}
$$

where

$$
f(\varepsilon)=(1-\varepsilon)^{\sigma} .
$$

Now for all $\varepsilon \in J$

$$
\begin{aligned}
1+\left(\sigma \cdot 2^{-\sigma+1}-2\right) \varepsilon & =1-2^{-\sigma+1}\left(2^{\sigma}-\sigma\right) \varepsilon \\
& \leq 1-2^{-\sigma+1}\left(2^{\sigma}-\sigma\right) \frac{1}{2}\left(1-\frac{1}{2^{\sigma}-\sigma}\right) \\
& =1-2^{-\sigma}\left(2^{\sigma}-\sigma\right)+2^{-\sigma} \\
& =\sigma \cdot 2^{-\sigma}+2^{-\sigma}
\end{aligned}
$$

and hence

$$
\begin{aligned}
1-2 \varepsilon & \leq \sigma \cdot 2^{-\sigma}+2^{-\sigma}-\sigma \cdot 2^{-\sigma+1} \varepsilon \\
& =2^{-\sigma}-\sigma \cdot 2^{-\sigma+1}(\varepsilon-1 / 2) \\
& =\tau(\varepsilon)
\end{aligned}
$$

where

$$
\tau(\varepsilon)=2^{-\sigma}-\sigma \cdot 2^{-\sigma+1}(\varepsilon-1 / 2)
$$

is the tangent at the function $f(\varepsilon)$ in $\varepsilon=1 / 2$. Now, because $f(\varepsilon)$ is a convex function on $[0,1]$, we have

$$
\tau(\varepsilon) \leq f(\varepsilon)
$$

on [0,1], yielding (20).
Remark 9: As in Remark 7, for large $n \sigma$ tends to $r$

$$
\lim _{n \rightarrow \infty} \sigma=r,
$$

and therefore the size of (19) for large $n$ and $r$ is approximately the same as (17).

## 6 Application to Safety Integrity Levels

As an application of our results, let us now have a closer look at data integrity according to IEC 68508. According to Remark 6 in subsection 3.3 we wanted to analyze the effect of properness on maximal block lengths achievable for a specific Safety Integrity Level (SIL). Safety Integrity Levels are defined by means of the number $\Lambda$ of undetected errors per hour:

$$
\Lambda=3600 \cdot p_{\text {ue }}(\varepsilon, C) \cdot v \cdot(m-1) \cdot 100
$$

where
$v=$ number of safety related messages per second
$m=$ number of communicating devices
$100=1 \%$-rule
(See IEC 61508 2000, [14]. A more detailed analysis of safety networks and the used items can be found in [5] and [6].) For our example, we decided to choose $v=100$, a value suggested by experience, and $m=2$. In this way we get

$$
\begin{equation*}
\Lambda=3,6 \cdot 10^{7} \cdot p_{u e}(\varepsilon, C) \tag{21}
\end{equation*}
$$

If no details are known about the quality of the transmission especially about the electromagnetic compatibility (EMC), and nothing can be said about the bit-error probability $\varepsilon$, the Technical Control Board of Germany requires to do all calculations concerning $\Lambda$ with $\varepsilon=10^{-2}$. Therefore for our analysis we took account of this bad value of $\varepsilon$.
If on the other hand no details are known about the weight distribution of the code $C$, the only chance of estimating the probability of undetected error is to use (6) or (9).
We based our calculations on the results of Castagnoli et al. in [7] about the CRC-32/6 polynomial. According to [7], CRC-32/6 is proper for all $\mathrm{n} \leq 32767$. It is exemplary for a lot of other CRCs, for which similar results are known (see for example [3], [7], [8], [10], [11], [12]).
By means of (7) and (11) we then derived the content of table 1 from the results in [7] about the minimum distance $d$ as a function of $n$.

Table 1: Maximal block lengths for CRC-32/6

| SIL | $\Lambda$ <br> high demand | $n_{\max }$ by (7) | $n_{\max }$ by (11) |
| :---: | :---: | :---: | :---: |
| 4 | $10^{-8}$ | 37 | 56 |
| 3 | $10^{-7}$ | 37 | 66 |
| 2 | $10^{-6}$ | 39 | 87 |
| 1 | $10^{-5}$ | 43 | 114 |

Using (7) SIL 3 and 4 are achievable with a payload of only 5 bits. In contrast to this fact, with the help of (11) they are achievable with a payload of 34 respectively 24 bits. This result shows the improvement of (11) compared with (7) with regard of practical application.

## 7 Conclusions

Firstly, via monotonicity, the binomiality of the weight distribution of a linear code has been investigated. Then an upper bound on the probability of undetected error of a class of codes has been proven, which is important for practical applications in safety related systems. The bound can be calculated without knowledge of the complete weight distribution of the code. Only the knowledge of the minimum distance is required. It improves a bound used so far in this field.
Next results of Dodunekova and Nikolova have been analyzed and improved by determining intervals, where the probability of undetected error is an increasing function of the bit error probability ع. Especially the relationship between those intervals and the degree of the generating polynomial of a CRC becomes evident.
Then, in an analogous way, the question of the validness of the $2^{-r}$-bound was investigated. Intervals have been deduced, where the $2^{-r}$-bound is satisfied. Those intervals turned out to be very similar to those concerning monotonicity.
Finally numerical examples have been given for block lengths being maximal for achieving specific safety integrity levels. The improvement of those block lengths compared with older results has been shown.
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