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Abstract: In this paper, a directional bi-directional Soft-Output Viterbi algorithm (SOVA) based Turbo decoder ar-
chitecture is proposed. By performing an extra pass throughthe decoder trellis, effectively bi-directional decoding,
decoder performance can be improved. The bi-directional decoding results in a 60% increase in operations over the
conventional SOVA decoder, while incurring no significant increase in architecture size. The paper also proposes
the use of extrinsic information in selecting the SOVA algorithm, resulting in improved decoding performance.
The use of the extrinsic information as a reliability measure does not introduce any inherent latency and requires a
negligible increase in hardware. Following both architecture proposals, the paper discusses practical implementa-
tion using finite precise arithmetic. Simulation results show that by combining both proposed techniques, an extra
coding gain of 0.4dB can be obtained over the conventional SOVA decoder in an Additive White Gaussian Noise
(AWGN) channel.
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1 Introduction
Turbo codes have been shown to encode data using a
concatenation of Recursive Systematic Convolutional
(RSC) codes [1]. Turbo codes perform iterative Soft-
Input Soft-Output (SISO) decoding, based on either
the Maximum A Posteriori (MAP) algorithm or the
Soft Output Viterbi Algorithm (SOVA). Iterative turbo
decoding consists of two decoders separated by an
interleaver, where both decoders are capable of ex-
changing extrinsic information. It has been detailed
that the decoder arrangement effectively employs an
exchange of information, termed extrinsic informa-
tion between the two parallel SISO decoders. [2].

SISO decoders generate an extrinsic information
output from which an a-posteriori Log-Likelihood Ra-
tio (LLR) and ana-priori ratio are obtained. The
concatenated structure of the SISO decoder can be
observed in Figure 1, whereL(j)

e (di), L
(j)
a (di) and

L
(j)
r (di) denote the extrinsic, a-priori and a-posteriori

LLR outputs of thedi-th bit of thej-th decoder.

1.1 MAP decoding algorithm
The MAP algorithm is an optimal SISO decoder
that employs symbol-by-symbol detection algorithm
based on the Bahl-Cocke-Jelinek-Raviv (BCJR) algo-
rithm [3], [4]. In practice the sub-optimal Max-Log-
MAP and Log-MAP decoders are usually used as they

provide more feasible implementations [1], [5, 6].

1.2 SOVA decoding algorithm

Alternatively, SOVA can be used for iterative subop-
timal decoding. The SOVA performs 0.3dB less than
the MAP algorithm [7]. However, the decoding com-
plexity in terms of the number of computation oper-
ations, of the SOVA can be less than half that of the
MAP algorithm. Subsequently SOVA is the preferred
algorithm for low-complexity and low-power imple-
mentations thus the preferred architecture for mobile
applications.

The contributions of the paper are as follows:

1.2.1 Adaptive SOVA decoding

The paper presents a reliability based SOVA turbo de-
coding architecture. In addition an adaptive direc-
tional and bi-directional SOVA decoder is also ex-
plored.

1.2.2 Adptive directional, bi-directional SOVA
decoding

In [8], a decoder structure was presented termed bi-
directional that improved the SOVA by selecting the
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branch metric at timei corresponding to an informa-
tion bit di ∈ d = (d1, ..., dK)) from the forward pass
or backward pass,∆f (di) and∆b(di) respectively. At
low Signal to Noise Ratios (SNR), the bi-directional
SOVA results in a coding gain of 0.35 dB over the con-
ventional SOVA. However, the bi-directional SOVA
results in twice the operations of SOVA as shown in
Table 1. In addition, the bi-directional SOVA offers
no performance improvement over the conventional
SOVA at high SNR.

Given that the SOVA and bi-directional SOVA are
based on identical trellis structures, the bi-directional
decoding can be achieved based on a minor modi-
fication of the conventional SOVA architecture. In
this work SOVA is employed with an additional back-
ward pass in the architecture in order to achieve bi-
directional SOVA. The synergies in the two structures
suggests an “aggressive” and “standard ” decoding ap-
proach from a single core depending on a given relia-
bility indicator.

The paper suggests a threshold strategy to exploit
the similarity between the SOVA and bi-directional
SOVA based on the observed SNR. Given a required
Bit Error Rate (BER) employed as a threshold, the
error rate is initially mapped to a corresponding re-
liability. The reliability, as defined in this work, is
the a-posteriori average LLR of the received informa-
tion bits. The architecture performs either a direc-
tional or bi-directional pass based on whether the ob-
served code reliability is above or below the mapped
threshold. In assessing the codeword reliability for the
SOVA turbo decoder core, the reliability is considered
generated during the 8-th iteration of the SOVA turbo
decoder. The paper also considers the effects of quan-
tization on the performance of the SOVA decoder. In
addition, the effects of quantization on the extrinsic
information transfer are considered and the minimum
number of bits required for extrinsic information out-
put is determined.

1.2.3 Hardware considerations for SOVA decod-
ing

In the practical implementation of iterative decoders,
the effects of finite precision are particularly relevant
in examining the manner in which the combined code-
words act to increase maximum likelihood decoding.
The finite precision factors that determine the per-
formance of turbo decoding algorithms include the
length of received codewords and the length of extrin-
sic information output.

1.2.4 Extrinsic information scaling

Various schemes have been proposed to improve the
performance of SOVA [8, 10, 11]. It has been shown
that by scaling the extrinsic information magnitude,
the overall performance of the SOVA can be improved
[12, 13]. Thus a technique is proposed to improve
the throughput performance of the SOVA by scaling
the extrinsic information results based on the channel
reliability observations.

1.3 Organization of this paper
This paper is organized as follows. In Section 2,
a brief introduction is given on the Viterbi algo-
rithm, SISO decoding, SOVA based turbo decoding
and the bi-directional SOVA. In addition, some practi-
cal implementation issues are discussed including ap-
proaches to improving the performance of the con-
ventional SOVA turbo decoder. In Section 3, the se-
lection of a directional or bi-directional architecture
based on an observed reliability estimate is discussed.
In Section 4, an architecture for the efficient high-
throughput implementation based on parallel decod-
ing of bi-directional SOVA is presented. Section 4
also presents the effect of finite word quantization and
fixed point arithmetic on error performance. It also
presents the work on the extrinsic information correc-
tion to remove the performance gap between SOVA
and MAP decoding. Section 5 presents the simulation
results and provides a discussion on the results of the
work. Section 6 concludes the work.

2 SISO SOVA Decoding

2.1 Viterbi decoding
The decoding of convolutional codes has most fre-
quently been achieved through the use of the Viterbi
algorithm. The Viterbi algorithm provides a Maxi-
mum Likelihood (ML) solution of the the Maximum
A Posteriori (MAP) probability estimation of state se-
quences in discrete time finite-state Markov process
[14]. The Viterbi algorithm results in the mathemat-
ical optimum estimate of the received sequence. The
finite-state Markov process employed during the en-
coding stage can be represented as a trellis employed
in decoding by the Viterbi algorithm. The algorithm
works by assigning at each stage in decoding, denoted
by an indexi corresponding to information bitdi, a
metric to each branch in the trellis.

The Viterbi algorithm performs a forward pass to
determine the weights of a trellis, termed path met-
rics. The branch metrics of each node in the trellis
are obtained by determining the Hamming weight of
received data. Subsequently at each decoding stage
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Table 1: Number of computation operations per bit for various SISO decoding algorithms (v is the Code memory.)

Operation Max-Log MAP Log-MAP SOVA bi-directional SOVA

max opers. 5×2v − 2 5 ×2v − 2 3(v + 1) + 2v 5(v + 1) + 2v

additions 10×2v + 9 15 × 2v + 9 2 × 2v + 8 3 × 2v + 8

mult. by± 1 8 8 8 16

bit comps 6(v + 1) 10(v + 1)

look-ups 5 × 2v − 2

total opers. 15×2v + 17 20×2v + 17 3×2v + 9v + 25 4 × 2v + 15v + 39

opers. forv=2 87 97 55 85

opers. forv=3 137 177 76 116

in the trellis, a branch is selected from a set of two
branches depending on the received sequence. The
path with the best ensemble selection of branch met-
rics is chosen as the likely transmitted sequence dur-
ing the traceback operation. Thus a received sequence
of bits, corresponding to a transmitted codewordc, re-
sults in a unique path through the trellis.

The Viterbi algorithm generates a trellis based on
the estimation of the state of code during a succes-
sive time instants and consequently selects the most
likely decoding path [15]. The selection of the most
likely path through the trellis of the Viterbi algorithm
is termed ”hard” decision decoding of a received se-
quence.

2.2 SISO decoding

The hard decision represents a loss of information as
subsequent decoding steps are unable to utilize the
sequence estimations made by the previous decoder.
The use of an algorithm that generates estimations
on a bit-by-bit basis and accepts soft-decision inputs
from the previous iteration, termed SISO decoding,
results in significantly improved performance [1].

2.3 SOVA decoding

The Viterbi algorithm has been modified to generate
a low-complexity soft-decision estimate of a received
sequence, in a process termed SOVA [10]. SOVA
is a modified version of the Viterbi algorithm, simi-
larly employing a trellis-based selection of the most
likely path at each stagei corresponding to informa-
tion bit di in the trellis. The SOVA effectively gener-
ates a soft-output, by determining the difference be-
tween the survivor path and the competing path as
observed in Figure 2, effectively estimating a relia-
bility of the received codewords. Given the encoded
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(a) Block diagram of Turbo encoder, consisting of a set of bits
{s, p1, p2} generated by parallel RSC encoders separated by an
interleaver{π}.
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(b) Block diagram of an iterative decoder consisting of parallel
SISO decoders, deinterleaver{π−1} and the corresponding hard
estimate,{di}

Figure 1: Model of the Turbo Code System

bit sequence and the bit sequence corrupted by addi-
tive white gaussian noise (AWGN), denoted asc and
r respectively, the reliability of the codeword is given
by the square Euclidean distance between the bits of
c = (c1, ..., cN ) andr = (r1, ..., rN ) as,

µ = E||r − c||2 (1)

Denoting the sequence generated in the parallel en-
coders of the rate 1/3 turbo code, asc1 and c2 re-
spectively, the reliability divergence∆ is given by the
expectation,

∆ = E
∣

∣||r − c1||
2 − ||r − c2||

2
∣

∣ (2)

In SOVA, given path-1 and path-2 through a trel-
lis at stepi (corresponding to information bitdi), cor-
responds to the transition between statessk andsk+1
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Figure 2: Trellis diagram with competing paths of for-
ward and backward passes of SOVA decoding

thus denotedΓ1(sk, sk+1) andΓ2(sk, sk+1), the relia-
bility difference between the two metrics can be given
as,

∆(i) = max{Γ1(si
k, s

i
k+1} − min{Γ2(si

k, s
i
k+1)}

(3)
Thus the reliability,µ(i) is given as

µ(i) = min

(

µ′(i),∆(i)

)

(4)

whereµ′(i) is the reliability value stored based on the
previous SOVA pass. It is observed from Equation
(4), that the reliability estimate generated by a SOVA
is optimized by minimizing the difference between the
survivor path and the competitor path.

2.4 Bi-directional SOVA
The SOVA does not always select the best branch. In
Figure 2, the divergence of segments in the forward
pass and backward pass through the trellis are ob-
served. The observed divergence can lead to the cor-
rect bit sequence being discarded during the selection
process, prior to the path re-merging with the ML-
path. Thus the bi-directional SOVA achieves a per-
formance improvement over SOVA by minimizing the
likelihood of the wrong path being selected, through a
trellis at each stage, as given by,

µ(i) = min

(

µ′(i),∆f (i),∆b(i)

)

(5)

Although the best path can be discarded by the
forward pass, the discarded path may however survive
during the backward pass of SOVA. Thus by select-
ing the pass with the minimum difference between the
survivor path and the competition pathi, the overall
performance of the SOVA algorithm is improved [8].

2.5 SOVA Turbo codes
Turbo codes utilize multiple SISO decoders arranged
in serial or parallel, separated by an interleaver

and deinterleaver. Close to capacity performance is
achieved by Turbo codes by passing soft-information,
termed extrinsic information, between a parallel con-
catenation of two RSC codes [10, 1].

Considering the structure of a Turbo encoder of
rate 1/3 in Figure 1(a), whered = {d1, ..., dN} are
the information bits, andp1 = {p11, ..., p1N} and
p2 = {p21, p22, ..., p2N} are the parity bits generated
by the first and second RSC encoders, respectively.

At the receiver, decoding is performed by a SISO
decoder, either based on the MAP algorithm or the
SOVA [10, 9]. The arrangement relies on the ex-
change of extrinsic information between successive
SISO decoders. Theextrinsic information for decoder
2 , L2

e, is obtained as,

L2′
e = L2′

r − µs
2

σ2
d

γd − L2′
a (6)

whereµd, σ2
d, andγd are the mean, variance and

SNR, respectively of the received information bitsd.
L2′

r is thea-posteriori(LLR) soft output in the current
decoding pass.L2′

a is thea-priori soft external input
to decoder 2 in the current decoding pass.L2′

a is gen-
erated as external soft output (L1

e) by decoder 1 during
the previous decoding pass and interleaved.

3 Directional And Bi-Directional
SOVA Turbo Decoding

Let µ denote the reliability of a bit sequence as a func-
tion of thea-posterioriLLRs of the information bits,
averaged over realizations of noise, sets of transmit-
ted bits and channel taps at a fixed SNR. Following
the l-th received bit sequence, thea-posterioriextrin-
sic LLR of thei-th information bit of thel-th received
bit sequence can be defined as

Le(di|rl) = log
P [di = 0|rl]

P [di = 1|rl]
(7)

Given the extrinsica-posteriori LLR values for all
transmitted information bits at the output of a SISO
decoder, the codeword reliabilityµ is given as

µ = En,∐

[∣

∣

∣

∣

∣

log
P [di = 0|rl]

P [di = 1|rl]

∣

∣

∣

∣

∣

]

(8)

where En,∐ denotes the expectation taken over the
noise realizationsn and the cumulative set of trans-
mitted bits,∐. The codeword reliabilityµ can be con-
sidered as a measure of the likelihood of correctly de-
coding the received sequence. For a given sequence
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Table 2: Mapping of target BER to targetLe on the
8-th iteration of a Turbo code for n=3072

BER 0.1 0.01 0.001 0.0001 0.00001

Le 8.0 15.0 23.0 32.0 42.0

of information bits, an estimate of the codeword relia-
bility, µ is obtained at the receiver by computation of
an empirical average

µ = |Le| (9)

consequently the codeword reliabilityµ can be de-
noted as,

µ =
1

N

k
∑

i=1

∣

∣

∣

∣

∣

Le(di|rl)

∣

∣

∣

∣

∣

(10)

wherek is the number of information bits of a re-
ceived sequence. In order to explore the relation be-
tween the SOVA turbo decoder and the reliability of
the received codewords, a Monte Carlo simulation
is performed on large numbers of transmitted bit se-
quences. The BER and codeword reliability,µ, are
plotted for the conventional SOVA as a function of
SNR in a (2-D) graph, for the 8-th iteration of a turbo
decoder, as shown in Figure 3. From the graph a map-
ping of the BER toµ is obtained. Thus given the
target BER, the targetµ is obtained. ¿Fromµ1, the
reliability determined from the first decoder pass, the
SOVA turbo decoder operation can be described in Al-
gorithm 1:

Algorithm 1 Determinemin ∆(di)

Ensure: ∆f (di) = ∞
if µ1 < µ then

determine∆f (di)
else

determine∆f (di)
determine∆b(di)

end if

∆(di) ⇐ min

(

∆f (di),∆b(di)

)

where∆f and∆b are the difference between the
ML state metric and the competitor paths of the for-
ward and backward passes respectively. The scheme
utilizes the reliability information as a metric.

For a givenLe threshold, the architecture per-
forms the SOVA in backward pass addition to a for-
ward pass in order to achieve the bi-directional SOVA.
The mappings of BER toLe is obtained from Figure 3.
A corresponding set of target BER to targetLe map-
pings are presented in Table 2.
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Figure 3: Mean magnitude of the extrinsic informa-
tion |Le| as a function of SNR in an AWGN chan-
nel, for eight-iterations of the SOVA based decoder
employing ag =(15/17) and seven-bit quantization
(7:3:3).
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Figure 4: Single receiver architecture for a bi-
directional SOVA decoder
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Figure 5: SOVA decoder architecture employed in singular receiver architecture.

4 SISO Decoder Hardware Architec-
ture Overview

The schematic block of the proposed bi-directional
SOVA architecture is shown in Figure 4. Soft output
from the SISO (bi-SOVA) decoder unit is passed to
the Hard Decision Unit (HDU) that generates a hard
decision (binary) output from a given soft-output.

The architecture of the bi-directional SOVA hard-
ware unit is described in Figure 5. TheHDU unit, and
theExtrinsic Memory Path Metric MemoryandReli-
ability Processorunits in the feedback path of Figure
4 are embedded in the architecture of Figure 5.

The bi-directional architecture consists of the fol-
lowing components, aBranch Metric Unit(BMU), a
Component Code Branch Weight LUT(CCBW-LUT),
anAdd Compare Select Unit(ACSU),Survivor Mem-
ory Unit (SMU), Path Metric Decision Unit(PMDU)
andDecision Branching Unit(DBU).

• The BMU computes the branch metrics at each
branch of the successive states of the trellis. The
branch metric is obtained by comparing the re-
ceived data with the branch weights. For a rate
k/n constituent encoder, the set of ensemble
branch weights has2n possible pairs. In our
architecture, the set of branch weights are pre-
computed for all component codes and stored in
CCBW-LUT.

• The component CCBW-LUT holds pre-
computed branch weights of various component
codes; given a particular constraint lengthK and
ratek/n.

• The ACSU shown in Figure 6, determines the
survivor branch metric from two pairs of branch
metric. At a timei, corresponding to information
bit di the ACSU obtains from memory the bits of
the accumulated path metric and adds the least
of the branch metrics in the current state, before
storing the result back to memory.

• The PMDU generates the corresponding soft-
outputsLe, of the SISO decoding iteration.

• The SMU performs the trace back operation after
the accumulated path metric has been determined
and stores the result in memory. The SMU con-
tains both the Extrinsic Memory and Path Metric
Memory units. The SMU is also responsible for
the reliability preprocessing.

• The HDU generates the post-decoder bitdi,
based on a hard decision of accumulated path
metric.

4.1 Effect of finite word quantization on er-
ror performance

In the hardware implementation of SOVA, the quan-
tization of the codewords causes degradation in the
BER performance of the proposed system. However
by quantizing the data, the size of the memory re-
quired to buffer received codewords and storeLe is
minimized. In addition, the overall throughput of the
decoder in the receiver architecture is also increased
when the arithmetic precision of hardware is reduced.
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Figure 6: ACSU, as employed in decoder architec-
ture; consisting of input branch metrics of{m0,0, m0,1

m1,0, m1,1} and corresponding selected output branch
metrics of{mo,0, mo,1}

The number of bits used to represent a real num-
ber is denoted as (F:R:M), whereF is the total number
of bits used to represent the quantized real number,R
bits are used to represent the integer part of the real
number andM bits to represent the fractional part;
such that(F = R + M + 1).

4.2 Effect of upper bounding on extrinsic in-
formation

In this subsection, the effects of upper bounding the
extrinsic information are examined. It is observed
from Figure 3 that|Le| increases unbounded as SNR.
The reduced number of bits used to representLe are
limited and correspondingly there exists a risk of the
bit overflowing during the calculation ofLe. However
by lowering the upper bound|Le|, a reduction in com-
plexity can is achieved in the SOVA as a smaller bit
representation of (F:R:M) is required. It is observed
from Figure 7, that for an upper bound of8-bits per
word, both the waterfall region and error floor achieve
good performance. For SOVA a compromise of 8-
bits per word quantization offers an 0.20dB increase
in performance over the 2 and 4 bit per word quantiza-
tions. The pseudocode detailed in segment 2 of Figure
8 is used to upper bound the extrinsic information to a
valueLe,max = 8.

4.3 Effect of Finite Word Quantization on
Extrinsic Information

During SOVA decoding, the a-priori information is
generated as a difference between the received se-
quence path metric and the path metric of the compet-
ing path [10]. In a channel where the SNR is high, the
large difference between the path metric and the com-
peting path results in a correspondingly large variation
in Le. Thus, in fading channels where the SNR varies
rapidly, the corresponding variation in SNR within a
received codeword can be significant. From Figure
3, the variation in the mean magnitude ofLe, |Le|,
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Figure 7: Performance of turbo decoder based on up-
per bounds of{2, 4, 8, 16} bits for extrinsic infor-
mation quantization,Le, for g = (15/17) in a fading
channel

//Determine Correction Factor
if received bit sequence
use SNR to:
determine Kγ

end if

//Upper Bound Correction Factor
for iteration of SISO decoderloop
useL2

r, L1
eandKγ to:

calculateL2
e

for correspondingL2
e do

//Lower Bound Correction Factor
if L2

e < − Le,max then
setL2

e = − Le,max

//Upper Bound Correction Factor
else ifL2

e > Le,max then
setL2

e = Le,max

end if
end do
end loop

Figure 8: Pseudocode to perform extrinsic informa-
tion correction in the SISO Unit
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Figure 9: Performance of turbo decoder based on{
2,3,4,5,6,7,8} levels of extrinsic information quanti-
zation,Le, for g = (15/17) in an AWGN channel

as a function of SNR can be large. The variation in
Le can be minimized by taking a log of the value, al-
thoughLe variation still remains significant [7]. Thus
the large variation inLe requires an increased word
length in order to maintain the dynamic range neces-
sary for computing reliability information.

Decreasing the number of bits employed to rep-
resentLe, minimizes the storage requirements and in-
creases the speed of the SOVA decoding core. How-
ever given thatLe is used as a measure of reliability in
the decoder, limiting the dynamic range ofLe impairs
decoding performance, an effect termed quantization
loss [16, 17]. In Figure 9, the performance of the sin-
gular receiver architecture is examined for varying bit
quantization lengths ofLe. In Figure 9, it is observed
that using less than seven-bits (one sign-bit and four
magnitude-bits) to represent extrinsic information re-
sults in a performance degradation. Thus based on the
results, a (7:3:3) numbering system is employed.

4.4 Extrinsic Information Correction

The 0.3 dB performance gap between the MAP al-
gorithm and SOVA has been shown to be due over
estimation of the channel reliability and correspond-
ingly an over estimation in the extrinsic information
[12, 13]. An over estimation occurs due to the as-
sumption that that noise is Gaussian distributed, being
inaccurate in practical circumstances [12].

It has been shown that by scaling the magni-
tude of the extrinsic information magnitude the over-
all SOVA performance is improved [18]. The scaling
requires a correction factor to be determined based on
the distribution of received bits and the subsequently
scaling of the extrinsic information bit accordingly.
Based on Bayes Rule, the scaling factor as a function

of the distribution of received bits given as [18]:

L′

e = µ
2

σ2
Le (11)

whereL′
e is the scaled extrinsic information bit,µ is

the mean of the bits in the received sequence andσ2

is the standard deviation of the bits in the received se-
quence. The calculation ofµ andσ2 in Equation (11)
is computationally complex.

Based on the above observations of extrinsic in-
formation magnitude, a technique is proposed to im-
prove the performance of the SOVA by subtracting a
constant value from Equation (6), in order to scale the
extrinsic information result. The proposal subtracts a
normalization factor, as opposed to scaling (multiply-
ing) the extrinsic information estimate, resulting in a
less complex operation than previous proposals.

A precomputed normalization factor,Kγ , is cho-
sen to limit the magnitude of the channel reliability
factor. The normalization factor is computed as:

Kγ = µ
2

σ2
|Le| (12)

where|Le| is obtained from Figure 3. In the SOVA
proposal, the sequence of received bits,r, is initially
summed andKγ is chosen based on the sum of the
received bitsr. Thus for BPSK, given a received
bit sequence of 3072 bits of all ones (BPSK symbol
= +1),

∑i=k−1
i=0 ri = +3072. Correspondingly for a

BPSK received bit sequence of all zeros (BPSK sym-
bol = −1),

∑i=k−1
i=0 ri = −3072.

The set of precomputedKγ for varying values of
(

∑i=k−1
i=0 ri

)

n are shown in Table 3 forn = 3072.

GivenKγ , the extrinsic information is obtained as fol-
lows:

L2′
e = L2′

r ± µ
2

σ2
.γs ∓ Kγ − L1

e (13)

The pseudocode employed for extrinsic informa-
tion correction in the SISO unit is given in sections 1
and 3 of Figure 8.

4.5 Initialization
Given a component code, the corresponding trellis and
an assigned set of branch weights, are precomputed
and stored in a Look-Up-Table (LUT). In addition,
in order to handle various bit sequence lengths, in-
terleaver mappings are alsoprecomputed and stored in
Look-Up. Prior to the initial decoding attempt, thea-
priori reliability values are initialized toµ′

r(i) ≫ 0 for
all bits in the sequence.
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Table 3: Scaling factor, Correction factors and bit-sums BPSK modulated data, for n = 3072

µ 2
σ2 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Kγ 0 0.2000 0.4062 0.6258 0.8685 1.1489 1.4925 1.9506 2.6533 4.108
(

∑i=k−1
i=0 ri

)

k 0 307 614 922 1229 1536 1821 2150 2457 2765
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Figure 10: Comparative performance of proposed
adaptive reliability based SOVA decoder (Pφ = 10−3
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bit analysis for various SISO decoding algorithms for
memory ordersv = (2,..,6)

5 Performance of Bi-directional
SOVA Architecture

In this Section the performance of the proposed SOVA
architecture is examined. A component code ofg =
(15/17) and an interleaver size ofn = 3072, is em-
ployed for the simulation. The number of computation
operations per bit of various schemes is examined at
low SNR values for Figure 11. It is observed that the
MAP algorithm exhibits the highest complexity across
the entire SNR range examined.

The performance of the proposed architecture is
examined in Figure 10 and compared to the perfor-
mance of an uncoded BPSK system. The results
indicate that an 0.4dB gain is achieved by the bi-
directional SOVA over the SOVA. In addition at low
SNR, the bi-directional SOVa is also shown to out-
perform the MAP algorithm. Further, it is observed
that by selecting the target BER based on a reliabil-
ity metric as detailed in Table 2, good thresholding is
obtained between the decoder architectures.

6 Conclusion
In this paper, an architecture that selects between the
SOVA and bi-directional SOVA based on an observed
reliability of the received codeword was developed.
The architecture employs a conventional SOVA de-
coder and performs an additional backward pass based
on an observation of the reliability metric. The archi-
tecture in bi-directional SOVA mode results in a per-
formance and complexity trade-off where an 0.4dB
coding gain is achievable at the cost of a modest in-
crease in hardware complexity. The performance of
the proposed bi-directional scheme is compared to an
uncoded system and shown to provide considerable
performance gain.
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