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Abstract: - In this paper, the high-efficient and reconfigurable lined-based architectures for the 9/7-5/3 discrete 
wavelet transform (DWT) based on lifting scheme are proposed. The proposed parallel and pipelined 
architectures consist of a horizontal filter (HF) and a vertical filter (VF). The critical paths of the proposed 
architectures are reduced. Filter coefficients of the biorthogonal 9/7-5/3 wavelet low-pass filter are quantized 
before implementation in the high-speed computation hardware In the proposed architectures, all multiplications 
are performed using less shifts and additions. The proposed reconfigurable architecture is 100% hardware 
utilization and ultra low-power. The proposed reconfigurable architectures have regular structure, simple control 
flow, high throughput and high scalability. Thus, they are very suitable for new-generation image compression 
systems, such as JPEG-2000. 
 
Key-Words: - Reconfigurable architecture, 9/7-5/3 discrete wavelet transform (DWT), horizontal filter (HF), 
vertical filter (VF), lifting scheme. 
 
1   Introduction 
In the field of digital image processing, the 
JPEG-2000 standard uses the scalar wavelet 
transform for image compression [1]; hence, the 
two-dimensional (2-D) discrete wavelet transform 
(DWT) and IDWT has recently been used as a 
powerful tool for image coding/decoding systems. 
Two-dimensional DWT/IDWT demands massive 
computations, hence, it requires a parallel and 
pipelined architecture to perform real-time or on-line 
video and image coding and decoding, and to 
implement high-efficiency application-specific 
integrated circuits (ASIC) or field programmable 
gate array (FPGA). At the kernel of the compression 
stage of the system is the DWT. 

Swelden proposed using the biorthogonal 9/7 
wavelet based on lifting scheme for lossy 
compression [2]. The symmetry of the biorthogonal 
9/7 filters and the fact that they are almost orthogonal 
[2] make them good candidates for image 
compression application. Gall and Tabatai proposed 
using the biorthogonal 5/3 wavelet based on lifting 
scheme for lossless compression [3]. The goal of the 
__________________________________________ 
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proposed architectures is to embed the 5/3 DWT 
computation into the 9/7 DWT computation.  The 
coefficients of the filter are quantized before 
hardware implementation; hence, the multiplier can 
be replaced by limited quantity of shift registers and 
adders. Thus, the system hardware is saved, and the 
system throughput is improved significantly. 

In this paper, we proposed a high-efficient 
architecture for the even and odd parts of 1-D DWT 
based on lifting scheme. The advantages of the 
proposed architectures are 100% hardware- 
utilization, multiplier-less, regular structure, simple 
control flow and high scalability. 

The remainder of the paper is organized as 
follows. Section 2 presents the lifting-based 2-D 
discrete wavelet transform algorithm, and derives 
new mathematical formulas. In Section 3, the 
high-efficient and reconfigurable architecture for the 
lifting-based 2-D DWT are proposed. Finally, 
comparison of performance between the proposed 
reconfigurable architecture and previous works is 
made with conclusions given in section 4. 
 
 

WSEAS TRANSACTIONS on CIRCUITS and SYSTEMS Tze-Yun Sung, Hsi-Chin Hsin

ISSN: 1109-2734 347 Issue 5, Volume 9, May 2010



2   The Lifting-Based 2-D DWT 
Algorithm 

Usually the Lifting-based DWT requires less 
computation compared to the convolution-based 
approach. However, the savings depend on the length 
of the filters. During the lifting implementation, 
no-extra memory buffer is required because of the 
in-place computation feature of lifting. This is 
particularly suitable for the hardware implementation 
with limited available on-chip memory. Many papers 
proposed the algorithms and architectures of DWT 
[3]-[11], but they require massive computation. In 
1996, Sweldens proposed a new lifting-based DWT 
architecture, which requires half of hardware 
compared to the conventional approaches [2]. 
 
 
2.1 The 9/7 2-D DWT Algorithm 
The 9/7 discrete wavelet transform factoring into 
lifting scheme is represented as [12]: 
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where γβα ,, and δ are the coefficients of lifting 
scheme, and ζ and ζ/1 are scale normalization 
factors. 

The architecture based on lifting scheme 
consists of splitting module, two lifting modules and 
scaling modules. The architecture of 9/7 1-D DWT 
based on lifting scheme is shown in Figure 1. 
The 9/7 2-D DWT is a multilevel decomposition 
technique. According to the architecture of 9/7 1-D 
DWT based on lifting scheme, the architecture of 
modified 9/7 2-D DWT based on lifting scheme can 
be derived and shown in Figure 2.  
 
 
2.2   The Modified 9/7 2-D DWT Algorithm 
According to equation (1), the transform matrix of 
the 9/7 DWT based on lifting scheme is modified as 
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where α/1=A , αβ/1=B , βγ/1=C , γδ/1=D , 
αβγδζ=0K  ,and ζαβγ /1 =K . 

 
 
2.3 The 5/3 2-D DWT Algorithm 
The data flow of 5/3 1-D DWT based on lifting 
scheme is shown in Figure 3. 

The 5/3 2-D DWT is a multilevel decomposition 
technique; that decomposes into four subbands such 
as HH, HL, LH and LL. The data flow of 5/3 2-D 
DWT based on lifting scheme can be derived and 
shown in Figure 4. The 5/3 discrete wavelet 
transform factoring into lifting scheme is represented 
as [10]: 
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3   The High-Efficient and 
Reconfigurable Architectures for 9/7 
and 5/3 Lifting-Based 2-D DWT 
The proposed reconfigurable architecture for 5/3 and 
9/7 lifting based 2-D DWT including horizontal filter 
(HF) and vertical filter (VF) is shown in Figure 5. In 
this reconfigurable architecture, the architecture of 
horizontal filter and the architecture of vertical filter 
are shown in Figure 6 and 7, respectively. The 
proposed reconfigurable architecture for modified 
horizontal filter (HF) consists of eleven delay units, 
seventeen multiplexers and two processing elements 
(PEs). The PE(A/B/E) performs O1 for data output 
5/3(1) and PE(C/D/F) performs O2 for data output 
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9/7(1). The architecture of PE(A/B/E) and the 
architecture of PE(C/D/F) are shown in Figure 8 and 
9, respectively. The architecture of scaling 
normalization (SN) is shown in Figure 10. Filter 
coefficients of the biorthogonal 9/7 and 5/3 wavelet 
low-pass filter are quantized before implementation 
in the high-speed computation hardware. In the 
proposed architecture, all multiplications are 
performed using shifts and additions after 
approximating the coefficients as a Booth binary 
recoded format (BBRF). The constant multiplier 
shown in Figure 11 consists of two carry-save-adders 
(CSA(4,2)) , a Carry Lookahead Adder (CLA) , and 
six hardwire shifters and replaces conventional 
multiplier )(⊗  in PE(A/B/E), PE(C/D/F) and SN. 
Figure 12 shows architectures of line delays LD, LD1, 
LD2 and LD3 in vertical filter. We handle borders by 
the symmetric extension method [10]. Hence, the 
quality of reconstructed images can be improved.  

The proposed reconfigurable architectures 
for 9/7 and 5/3 DWT reduce the critical path 
[13]-[19]. In NN × 2-D DWT, it requires 

)
4
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3
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2
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cycles (addition operations) with NN 94/2 +  
memories to perform 9/7 2-D DWT, where J is 
number of levels. It requires 

)
4
11(

3
2)

2
11(24 2
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cycles (addition operations) with NN 5.34/2 +  
memories to perform 5/3 2-D DWT, where J is 
number of levels. Both of two architectures are 100% 
hardware utilization [20-22].  
 
 
4   Conclusion 
Filter coefficients are quantized before 
implementation using the biorthogonal 9/7 and 5/3 
wavelet. The hardware is cost-effective and the 
system is high-speed. The proposed architecture in 
9/7 DWT reduces power dissipation by m compared 
with conventional architectures in m-bit operand 
(low-power utilization). 

The proposed architecture in 5/3 DWT with 
24-bit fixed point operations had been applied to 

512512× original images Lena is shown in Figures 
13(a) and the reconstructed images Lena is shown in 
Figure 13(b), respectively. The PSNRs of the 
reconstructed images Lena is 32.554dB. Hence, the 
proposed reconfigurable architecture has been 
applied to image compression with great satisfaction. 

In this paper, the high-efficient and low-power 
reconfigurable architecture for 2-D DWT has been 

proposed. The proposed reconfigurable architecture 
performs compression in 
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time for 9/7 DWT and 
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3( 2  for 5/3 DWT, 

where the time unit  (Ta is time of addition operation). 
The critical paths are aT3  for 9/7 DWT and aT2  for 
5/3 DWT, and the output latency time are aT49  for 
9/7 DWT and aT11 for 5/3 DWT.  Buffer sizes 
are NN 94/2 +  for 9/7 DWT and NN 5.34/2 +  for 
5/3 DWT. The control complexity is very simple.  

The comparisons between previous works [14] 
[18] and this work are shown in Table 1 for 9/7 DWT 
and Table 2 for 5/3 DWT [14] [19]. 

The advantages of the proposed reconfigurable 
architecture are 100% hardware utilization and ultra 
low-power. The architecture has regular structure, 
simple control flow, high throughput and high 
scalability. Thus, it is very suitable for 
new-generation image compression systems, such as 
JPEG-2000. The proposed reconfigurable DWT is a 
reusable IP, which can be implemented in various 
processes and combined with an efficient use of 
hardware resources for the trade-offs of performance, 
area, and power consumption. 
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Hardware Utilization: %100≈  

Table 1 Comparison between previous works and this work (9/7 DWT architecture with single input, 
mT : multiplication time, aT :addition time and dT : latency delay ) 

Table 2 Comparison between previous works and this work (5/3 DWT architecture with dual 
input, mT : multiplication time and aT :addition time) 
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Fig. 1. The architecture of 9/7 1-D DWT based 
on lifting scheme( P1=α(1+z) , U1=β(1+z-1 ) , 
P2=γ(1+z) and U2=δ(1+z-1 )) 

Fig. 2. The architecture of modified 9/7 2-D DWT based on lifting scheme 

Fig. 3. The data flow of 5/3 1-D DWT based on lifting scheme    
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Fig. 4. The data flow of 5/3 2-D DWT based on lifting scheme 

Fig. 5. The proposed reconfigurable architecture for 5/3 and 9/7 2-D DWT based on lifting scheme 
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Fig. 6 The architecture of horizontal filter (HF) in the proposed reconfigurable architecture 
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Fig. 8 The architecture of PE(A/B/E) in the proposed reconfigurable architecture  

Fig. 7 The architecture of vertical filter (VF) in the proposed reconfigurable architecture 
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Fig. 9 The architecture of PE(C/D/F) in the proposed reconfigurable architecture 
 

Fig. 10 The architecture of scaling normalization 
(SN) in the proposed reconfigurable architecture 

Fig. 11 The constant multiplier replaces 
conventional multiplier )(⊗  in PE(A/B/E), 
PE(C/D/F) and SN 
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Fig. 12 The architectures of line delays LD, LD1, LD2 and LD3 in vertical filter 

(a)                                        (b) 
Fig. 13 512512× Lena (a) Original image (b) 
Reconstructed image (9/7 DWT with 5-level) 
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