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Abstract: - A novel synchronous dual-bit adder design, realized using the elements of commercial standard cell 

libraries is presented in this article. The adder embeds two-bit carry look-ahead generator functionality and is 

realized using simple and compound gates of the standard cell library. The performance of the proposed dual-

bit adder design is evaluated and compared vis-à-vis the conventional full adder (implemented using two half 

adder blocks) and the library’s full adder element, when performing 32-bit addition on the basis of the 

fundamental carry propagate adder topology. Based on experimentations targeting the best case process corner 

of the high-speed 130nm UMC CMOS cell library and the highest speed corner of the inherently power 

optimized 65nm STMicroelectronics CMOS standard cell library, it has been found that the proposed adder 

module is effective in achieving significant performance gains even in comparison with the commercial library 

based adder whilst facilitating reduced energy-delay product.    
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1 Introduction 
Integer addition forms the basis of computer 

systems. Addition was found to be the most 

frequently encountered operation amongst a set of 

real-time digital signal processing benchmarks in 

[1]. About 72% of the instructions of a prototype 

RISC machine, DLX, resulted in 

addition/subtraction operations [2]. A study of the 

operations performed by an ARM processor’s ALU 

revealed that additions constituted nearly 80% [3]. 

Arithmetic circuit realizations have also evoked 

interest in the optical, quantum computing and 

evolutionary programming regimes [4] – [7].   

   Addition is realized in hardware through the use 

of single-bit adder blocks (usually full adder 

modules). Hence, the design of an adder module is 

of considerable interest to any computer design 

architect as it is one of the most critical components 

found in a processor’s data path that eventually 

determines its throughput. It is present in the ALU, 

the floating-point unit and also responsible for 

address generation in case of cache or memory 

accesses. Both the half adder and the full adder 

blocks are made available as gates/elements in any 

commercial standard cell library, optimized for 

speed/power/area. Many transistor level full adder 

designs have been put forward in the literature [8] – 

[17], targeting optimization of any or a combination 

of the design metrics viz. speed, power and area. 

Hence, it may be that any of these designs might 

have been employed for realizing the full adder, for 

inclusion as an element in a commercial standard 

cell library such as [18] or [19].  
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   In this article, our primary focus is on realizing the 

adder functionality using readily available off-the-

shelf components of a cell library and figure out 

whether they might enable higher performance over 

those existent in a typical standard cell library. To 

this end, we propose the design of a dual-bit adder 

module using standard cells, including technology-

dependent logic optimization to analyze its impact 

on delay improvement for the ripple carry adder 

(RCA) topology. The ripple carry structure serves as 

a good platform for validating the performance 

potential of any individual adder block [20]. Our 

approach is distinguished in that it is geared towards 

achieving a delay optimal and energy-efficient 

solution based on a semi-custom design approach 

rather than adopting a full-custom style. This 

additionally provides a framework for analysis using 

any generic standard cell library.  

   The remaining part of this paper is organized as 

follows. Section 2 provides a brief background 

about the conventional full adder realization. In 

section 3, we present the design of a dual-bit adder 

module and in the next section, make mention of the 

hybrid ripple carry adder architecture that could 

facilitate a marginal speed improvement over a 

dual-bit adder based ripple carry adder tree. In 

section 5, we describe the simulation mechanism 

and report the results obtained, followed by a 

discussion of the same. Finally, we make the 

concluding remarks in the last section.   

 

 

2 The Binary Full Adder and Its 

Classical Realization 
A single-bit full adder

1
 (SBFA) has 3 inputs, namely 

an augend (say, a), an addend (say, b) and an input 

carry (say, cin) and produces 2 outputs, namely the 

sum (Sum) and output carry (Cout). Table 1 depicts 

the truth table of the binary full adder and the 

fundamental equations governing its outputs are 

given by (1) and (2) respectively.  

 

Sum = a ⊕ b ⊕ cin   (1) 

                                                 
1
 Here, a binary full adder is explicitly referred to as 

the single-bit full adder (SBFA) for the sake of 

clarity. The following sections will introduce an 

adder module that is used to perform simultaneous 

addition of two bits, named as the dual-bit full adder 

(DBFA). 

Cout = (a ⊕ b)cin + ab   (2) 

 

Table 1. Truth table of the 1-bit full adder 

 

Inputs Outputs 

a b cin Sum Cout 

0 0 0 0 0 

0 0 1 1 0 

0 1 0 1 0 

0 1 1 0 1 

1 0 0 1 0 

1 0 1 0 1 

1 1 0 0 1 

1 1 1 1 1 

  

 
 

Fig. 1. A conventional SBFA constructed using two 

half-adder blocks 

 

 

3 Proposal and Design of the Dual-Bit 

Adder Module 
RCAs were found to occupy the least area and 

consume less energy per addition, next only to the 

Manchester carry chain adder, in relative 

comparison with many high-speed adder 

architectures [21]. Given this, we consider the effect 

of performing simultaneous addition of two binary 

bits rather than only one bit at a time based on the 

typical RCA topology, to ascertain whether this 

scheme will be able to improve the speed of 

addition for the worst-case topology. It is the 

intention of this article to primarily investigate this 

issue and then comprehensively comment on the 

resulting analysis.  Moreover, it is expected that the 

article would appeal to the target audience in terms 

of its contribution to conventional pedagogical 

knowledge of digital logic and computer design 

(especially, arithmetic circuits).  

   At the outset, our proposal seems to enthuse an 

interest for the reason that the number of stages in 

the ripple carry cascade would simply get halved, 

i.e. in case of an n-bit RCA, as portrayed by figure 

2, the longest data path delay would be the 

summation of the delay of all the n individual 
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single-bit full adder stages; in general, the 

computation complexity is O(n).  

   If addition is performed considering two bits at a 

time, as shown in figure 3, the maximum path delay 

would encounter approximately half the time 

complexity, i.e. O(
2

n ). We shall refer to the adder 

module, which adds two augend bits and two 

addend bits simultaneously taking into account the 

input carry as the dual-bit full adder (DBFA).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   The DBFA block basically consists of five inputs 

(two augend inputs – a1, a0; two addend inputs – 

b1, b0 and the carry input – cin) and produces three 

outputs (most significant and least significant sum 

outputs – Sum1, Sum0 and a carry output – Cout). 

The DBFA’s truth table is given in the Appendix.  

   The optimized Boolean equations of the DBFA 

are specified by (3) – (5). They are derived starting 

from the initial two-level reduced algebraic 

expressions viz. minimum sum-of-products, 

obtained using a standard logic minimizer: Espresso 

[22]. The physical logic synthesizing the DBFA has 

been implemented, taking cognizance of the 

appropriate complex library gates as shown in figure 

4. In fact, the adder can be realized using only 

twelve cells, where a 3-input XOR gate can be used 

to derive the least significant sum output, but this 

has been avoided to reduce the loading on cin.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4 Hybrid Ripple Carry Adder 

Architecture  
From the longest signal path depicted in the adder 

modules corresponding to figures 1 and 4, it can be 

observed that the data path is longer in case of the 

dual-bit adder module compared to the single-bit 

adder block with respect to the least significant 

stage. Therefore, the delay associated with the dual-

 
 

Fig. 2.   n-bit basic carry propagate adder topology employing SBFA blocks 

 

 
 

Fig. 3.   n-bit RCA architecture utilizing DBFA modules 

 

Cout = cin(a1+b1)(a0+b0) + a0b0(a1+b1) + a1b1     (3) 

 

Sum1 = (a1 ⊕ b1){ )00)(00( babacin ++ } + ( 11 ba ⊕ ){(cin(a0+b0)) + a0b0}  (4) 

 

Sum0 = cin ⊕ a0 ⊕ b0         (5) 
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bit adder module present in the least significant 

stage of the RCA shown in figure 3 would be higher 

than the delay associated with the single-bit adder 

module in a similar stage of the RCA structure of 

figure 2. However, in the subsequent stages of the 

adder cascade, the critical path for the DBFA would 

only be traversed through a single complex gate. 

Hence, from the above discussion, it can be safely 

generalized that a SBFA module is ideally suited for 

the least significant adder stage(s) as it exhibits 

reduced latency to produce the carry output. 

Henceforth, our discussion would deal with only the 

sample case of a 32-bit RCA. The reason for this 

specific discussion is because of our observation 

that the positioning of the SBFAs would ideally 

depend on the adder operand width, and the delay 

optimal placement needs to be confirmed through 

static timing analysis in every scenario.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   With reference to our preceding arguments, it can 

be observed that two SBFA blocks could replace the 

DBFA module of the least significant RCA stage of 

figure 3. However, one of the SBFA blocks [23] 

[24] could be positioned in the most significant 

stage to effect good improvement in speed and/or 

power – however, this hypothesis is to be confirmed 

through static timing analysis on a case-by-case 

basis. Herein, we notice that the RCA now 

incorporates a hybrid combination of single-bit and 

dual-bit full adder modules. Therefore, such a 

topology is labelled as the hybrid RCA (HRCA) 

architecture, represented diagrammatically in figure 

5. The HRCA structure is anticipated to result in 

only a marginal reduction in delay, area occupancy 

and/or power consumption, and so this topology 

exhibits only a minor optimization potential.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 4.   Proposed gate level realization of the DBFA unit 

 

 
 

Fig. 5.   HRCA topology featuring SBFAs and DBFAs in the linear cascade 
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5 Simulation Mechanism, Results and 

Inferences 
Three RCAs, all of size 32 bits, were implemented 

using standard cells, with the individual SBFA and 

DBFA blocks described in a semi-custom style. 

Thus, the physical implementation is in exact 

conformity with the logic description. The single-bit 

and dual-bit full adder modules were instantiated to 

realize a 32-bit RCA, consisting of a series cascade 

of adder stages (32 stages with SBFAs and 16 stages 

for usage of DBFAs). The gate level simulations 

were performed targeting the best case PVT corner 

(1.32V, -40°C) of the high-speed 130nm Faraday 

(UMC) CMOS process [18] and the fastest of the 

best speed corners (1.35V, -40°C) of the high-speed 

and inherently power optimized 65nm 

STMicroelectronics bulk CMOS process [19].  

   The simulation results purely reflect the 

performance, power and area metrics of the 

combinatorial adder logic with no consideration of 

any sequential components. This sets the tone for a 

legitimate comparison of various adder realizations. 

Cadence NC-Verilog had been used for functional 

simulation and also to generate the switching 

activity files corresponding to the gate level 

simulations. Timing, power and area estimation 

were done within the Synopsys PrimeTime 

environment [25]. PrimeTime was used to perform 

static timing analysis and PrimeTime PX was used 

to estimate average power dissipation with a small 

set of input vectors, corresponding to the input 

profile of a simple combinational benchmark, 

newcwp. The power dissipation figures correspond 

to input sequences fed at a nominal rate of every 6ns 

for the 130nm technology node and 4ns for the 

65nm process technology. The adder inputs were 

configured with the driving strength of the 

minimum sized inverter in the library, while their 

outputs possess fanout-of-4 drive strength. Also, 

minimum sized library elements were preferred for 

all the simulations. Automatic selection of 

appropriate wire loads was performed during 

successive simulations; thereby estimated net 

parasitics were taken into account during the 

process of experimentation.  

   We first present the simulation results 

corresponding to different adders that pertain to the 

130nm UMC bulk CMOS process. Critical path 

delay and area parameters are listed in Table 2, 

while the power figures are mentioned in Table 3. 

The total power metric is the gross of dynamic and 

static power components, while dynamic power is in 

turn the sum of switching and internal power 

components. From Table 2, we can infer that the 

proposed DBFA based 32-bit RCA features the least 

delay metric, reporting an impressive reduction in 

latency by 52.4%, in comparison with the 32-bit 

RCA implemented using the commercial library’s 

full adder cell. The values mentioned within 

brackets in the 2
nd

 column of Table 2 signify the 

increase in latency for the different 32-bit adders in 

comparison with that featuring the least value, while 

the values given within brackets in the 3
rd

 column 

specify the relative area occupancy for the half 

adders based SBFA or the DBFA block compared to 

the commercial library’s SBFA. 

 

Table 2.   Maximum data path delay and area 

metrics of 32-bit RCAs (130nm process) 

 

Adder     

realization 

style 

Critical      

path delay  

(ns) 

Cells 

area  

(µm
2
) 

Half adders based 

SBFA 

3.52  

(117.3%) 

1184 

(1.68×) 

Commercial 

library’s SBFA 

3.40  

(109.9%) 
704  

Proposed DBFA 1.62  1504 

(2.14×) 

 

Table 3.   Power dissipation parameters of 32-bit 

carry propagate adders (130nm process) 

 

Adder            

realization 

style 

Total 

power  

(µW) 

Static 

power  

(nW) 

Half adders based 

SBFA 

86.31  230.91  

Commercial library’s 

SBFA 
74.48  120.78  

Proposed DBFA 153.17  279.35  

 

   From the power figures listed in the above tabular 

column, it is evident that the 32-bit RCA 

constructed using the commercial library’s SBFA 

reports the least power dissipation. This is mainly 

attributable to the finer optimization achieved at the 

transistor level. In comparison with it, the proposed 

DBFA based RCA is found to dissipate nearly twice 

more power. Also, it can be noticed that while the 

half adders based SBFA features approximately 

twice the leakage in comparison with the 

commercial library’s SBFA; in terms of average 

power consumption, the former is only 1.2× 

expensive compared to the latter.  
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   For analysis with the high-speed 65nm CMOS 

process, the fastest speed corner among all the 26 

best-case PVT corners has to be determined. Based 

on a perusal of the corner cases listed in Table 4, the 

fastest speed corner can be identified as that 

pertaining to (1.35V, -40°C); however, this has been 

confirmed through experimentation and the delay 

values corresponding to a 32-bit RCA employing 

DBFAs corroborate the manual observation.  

 

Table 4.   Determination of the fastest speed corner 

amongst the best case PVT specifications of the 

65nm STMicroelectronics CMOS technology 

 

Best-case               

electrical  

specification 

Critical path delay 

of the 32-bit RCA  

(ns) 

(1.05V, 105°C) 1.48 

(1.05V, 125°C) 1.48 

(1.05V, -40°C) 1.32 

(1.05V, -40°C, 10y) 1.34 

(1.10V, 105°C) 1.38 

(1.10V, 125°C) 1.38 

(1.10V, 150°C) 1.38 

(1.10V, -40°C) 1.21 

(1.10V, -40°C, 10y) 1.23 

(1.15V, 105°C) 1.29 

(1.15V, 125°C) 1.29 

(1.15V, -40°C) 1.12 

(1.15V, -40°C, 10y) 1.14 

(1.25V, 105°C) 1.17 

(1.25V, 125°C) 1.17 

(1.25V, -40°C) 0.99 

(1.25V, -40°C, 10y) 1.00 

(1.30V, 105°C) 1.11 

(1.30V, 125°C) 1.11 

(1.30V, 150°C) 1.11 

(1.30V, -40°C) 0.94 

(1.30V, -40°C, 10y) 0.95 

(1.35V, 105°C) 1.07 

(1.35V, 125°C) 1.07 

(1.35V, -40°C) 0.90 

(1.35V, -40°C, 10y) 0.91 

 

   The simulation results of the 32-bit RCAs 

pertaining to the fastest speed corner of the 65nm 

bulk CMOS process are listed in Tables 5 and 6. It 

can be observed that the proposed DBFA based 

RCA reports the least maximum path delay, 

featuring a reduction in longest path delay by 46.7% 

over the commercial library’s SBFA based RCA. 

Nevertheless, this significant reduction in latency 

comes at a relative increase in area expenditure by 

1.33× and consequently higher static power 

consumption (1.8×) and more average power 

dissipation by 1.15×.   

 

Table 5.   Longest data path delay and area metrics 

of 32-bit carry propagate adders (65nm process) 

 

Adder       

realization 

style 

Critical path 

delay  

(ns) 

Cells   

area  

(µm
2
) 

Half adders based 

SBFA 

1.96   

(117.8%) 

532.48 

(1.78×)  

Commercial 

library’s SBFA 

1.69     

(87.8%) 
299.52  

Proposed DBFA 0.90  698.88 

(2.33×) 

 

Table 6.   Power consumption parameters of 32-bit 

carry propagate adders (65nm process) 

 

Adder               

realization 

style 

Total 

power  

(µW) 

Static 

power  

(nW) 

Half adders based 

SBFA 

73.33  434.58  

Commercial library’s 

SBFA 
55.88 189.94 

Proposed DBFA 120.14  533.15  

 

   Considering the simulation results corresponding 

to both the CMOS process technologies, it can be 

inferred that a substantial decrease in worst case 

data path delay (49.6%, on average) has been 

effected for the proposed DBFA based RCA in 

comparison with the RCA constructed using the full 

adder of commercial deep sub-micron standard cell 

libraries. However, the speed advantage is 

accompanied by more real estate (1.24×, on 

average) and consequently more power dissipation 

by 1.11×.   

   Though power-delay product (PDP) has been 

traditionally resorted to as a typical design 

parameter for evaluating digital system designs with 

respect to low power, the problem with this 

parameter while addressing lower energy 

consumption was illustrated in [26] and [27], based 

on a research carried out at Stanford University. 

Therefore, a more reliable parameter by name 

energy-delay product (EDP) was proposed and used 

for digital system (microprocessor) comparisons, 

wherein a smaller EDP value implied lower energy 

consumption for the same level of performance or a 

more energy-efficient design.  
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   We now pictorially represent the PDP and EDP 

values of different 32-bit RCAs for an effectual 

comparison. Figure 6 highlights a comparison 

between various 32-bit RCAs in terms of the PDP 

for both the CMOS processes. It can be seen that the 

proposed DBFA based RCA reports the optimal 

PDP figure for the 130nm process, while the 

commercial library’s SBFA based RCA is found to 

be the best with respect to the 65nm process. 

Overall, the PDP of the 32-bit RCA incorporating 

the commercial libraries full adder cell is found to 

be only slightly better than the DBFA based RCA, 

enabling a marginal reduction by 2.4%. On the other 

hand, the 32-bit RCA featuring the conventional 

half adders based SBFA has a poor PDP figure in 

comparison with the commercial libraries SBFA 

based RCA, reporting an increase of 28.7%.   

 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   The EDP metric corresponding to the different 

adder realizations for 130nm and 65nm processes is 

portrayed in figure 7.  

   With respect to both the bulk CMOS process 

technologies, the DBFA based RCA is found to 

yield the energy optimal solution among all the 

RCA implementations. This may be understandable 

as EDP is proportional to the square of the delay 

parameter and therefore the proposed DBFA module 

enjoys the advantage of being inherently high speed. 

Compared to the 32-bit RCA utilizing the full adder 

element of the respective cell library, the 32-bit 

RCA employing the DBFA module facilitates 

reduction in EDP by 53.3% and 39% for the 130nm 

and 65nm processes respectively, thus clearly 

demonstrating superior energy efficiency over its 

counterparts. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 6.   PDP (10
-15

 J) values of various 32-bit RCAs corresponding to 130nm and 65nm CMOS processes 

 

 
 

Fig. 7.   EDP (10
-24

 Js) figures of various 32-bit RCAs pertaining to 130nm and 65nm CMOS processes 
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   In fact, the DBFA block that is implemented using 

12 cells instead of 13 cells, as discussed earlier, by 

employing a 3-input XOR gate for realizing the least 

significant sum output results in a critical path delay 

of 1.66ns and 0.95ns for 32-bit addition, 

corresponding to the 130nm and 65nm processes 

respectively. Hence, the dual-bit adder unit designed 

using 13 cells is optimal in terms of speed compared 

to its 12 cells counterpart. With respect to area 

requirement, the latter occupies less area than the 

former by only 1.2% for the 65nm process and 

similar reduced area occupancy with respect to the 

130nm process. Nevertheless, in terms of average 

power dissipation, the 12 cells DBFA is found to be 

more expensive than the 13 cells DBFA by 2%, on 

average, which is attributable to the greater size of 

the XOR3 cell compared to the XOR2 cell in case of 

the former adder. With respect to PDP and EDP 

parameters, the DBFA block realized using 12 cells 

is found to be more expensive than the DBFA block 

synthesized using 13 standard cells by 6% and 9% 

respectively.   

   In essence, the proposed DBFA is found to 

considerably speed-up the worst-case addition 

process in comparison with the RCA utilizing the 

full adder element of the commercial library by a 

whopping 95%. Further, it is found to be energy-

efficient as well, featuring the least EDP among all 

the other RCA realizations. The DBFA based RCA 

leads to average reduction in EDP to the tune of 

51%, compared to the RCA constructed using the 

full adder block present in the cell libraries, thus 

asserting its supremacy. Possible applications of the 

conceived DBFA module, with a view to realize fast 

arithmetic circuits based on other adder topologies 

would be investigated as a future work.  

   As part of our simulations, we also considered 

sandwiching the DBFAs in between the most 

significant and least significant SBFAs [23] of a 32-

bit RCA to evaluate the potential of the HRCA 

configuration. Based on analysis targeting the 

130nm and 65nm CMOS process technologies, it 

was found that the hybrid scheme resulted in only a 

minor reduction in critical path delay and area by 

3% and 1.2% respectively over the pure DBFA 

based RCA, while both feature approximately 

similar power dissipation characteristics. 

6 Conclusions 
Two novel thoughts have been propounded in this 

paper, following a semi-custom design approach.  

• Addition involving two bits at a time based 

on the simple RCA structure, rather than the 

conventional manner of adding only one bit, 

which led to the original design of a new 

DBFA module utilizing standard cells 

• Sandwiching/padding the DBFA modules in 

between/with the SBFA blocks, paving the 

way for a HRCA architecture, which 

however constitutes only a peephole logic 

optimization 

 

   It may be thought of whether one could decrease 

the worst-case addition time complexity further, 

within the ambit of the RCA topology, by 

performing addition of 3-bits at a time, rather than 

adding 2-bits at a time (as described in this work). 

This, however, might not be beneficial at the 

hardware level. This is because of the exponential 

increase of the input space. In general, an n-input 

Boolean function would demand an input space 

requirement of O(2
n
). Although ‘n’ may increase 

linearly, the associated input state space would 

expand exponentially. With respect to the carry 

output signal of an n-bit adder block, the number of 

essential cubes comprising the disjunctive normal 

form can be deduced using the principle of 

mathematical induction, and is found to be of 

O( 12 1
−

+n
). As a result, though the theoretical 

conception of a triple-bit adder might be interesting, 

the physical realization might degrade the delay 

metric, as more logic gates would be required 

resulting in a corresponding increase in the number 

of logic levels and also, it is likely that the loading 

on the primary inputs would increase substantially. 

Our preliminary study showed that the triple-bit 

adder unit tends to degrade the speed when 

implementing a RCA in comparison with those 

utilizing single-bit/dual-bit adder modules. 
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Appendix: 

 

Truth table of the dual-bit full adder 

 

Inputs Outputs 

a1 a0 b1 b0 cin Cout Sum1 Sum0 

0 0 0 0 0 0 0 0 

0 0 0 0 1 0 0 1 

0 0 0 1 0 0 0 1 

0 0 0 1 1 0 1 0 

0 0 1 0 0 0 1 0 

0 0 1 0 1 0 1 1 

0 0 1 1 0 0 1 1 

0 0 1 1 1 1 0 0 

0 1 0 0 0 0 0 1 

0 1 0 0 1 0 1 0 

0 1 0 1 0 0 1 0 

0 1 0 1 1 0 1 1 

0 1 1 0 0 0 1 1 

0 1 1 0 1 1 0 0 

0 1 1 1 0 1 0 0 

0 1 1 1 1 1 0 1 

1 0 0 0 0 0 1 0 

1 0 0 0 1 0 1 1 

1 0 0 1 0 0 1 1 

1 0 0 1 1 1 0 0 

1 0 1 0 0 1 0 0 

1 0 1 0 1 1 0 1 

1 0 1 1 0 1 0 1 

1 0 1 1 1 1 1 0 

1 1 0 0 0 0 1 1 

1 1 0 0 1 1 0 0 

1 1 0 1 0 1 0 0 

1 1 0 1 1 1 0 1 

1 1 1 0 0 1 0 1 

1 1 1 0 1 1 1 0 

1 1 1 1 0 1 1 0 

1 1 1 1 1 1 1 1 

WSEAS TRANSACTIONS on CIRCUITS and SYSTEMS
Padmanabhan Balasubramanian, 
Krishnamachar Prasad, Nikos E. Mastorakis

ISSN: 1109-2734 745 Issue 12, Volume 9, December 2010




