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Abstract: – An exact method of memory elements diagnosis and repair by spares that enables to cover a set of 
fault cells by minimally possible quantity of spares is represented. The method is oriented on implementation to 
the Infrastructure Intellectual Property for SoC functionality. It enables to raise yield essentially on the 
electronic technology market by means of faulty chip repair in the process of production and operation, as well 
as to increase the life cycle duration of memory matrixes by repair of them in real time. 
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1 SOC Infrastructure Intellectual 
Property Technologies 
Computational and hardware complexity of 
modern digital systems on a chip (SoC) is 
characterized by millions of equivalent gates and 
requires making and implementation of new high-
level design technologies: Electronic System Level 
(ESL) Design, Transaction Level Modeling (TLM) 
and embedded service – Infrastructure Intellectual 
Property (I-IP). It means that search for high-
performance methods and facilities [1-17, 19-21] 
reduces all researchers to necessity to rise of an 
abstraction level of Functional Intellectual Property 
(F-IP) models, which are created and embedded 
into a chip. EDA market suggests facilities for 
computer-aided modelling and verification of 
system level devices, beginning with HDL-
compilers (C++, SystemC, SystemVerilog, UML, 
SDL) [12] up to graphics environments (Simulink, 
LabView, Xilinx EDK). These facilities enable to 
create projects using existing library components 
by means of ESL-mapping and creation of TLM-
interfaces [13, 14]. Market attractiveness of a 
digital system implementation to FPGA is 
determined by the followings: application of 
relatively cheap chips instead of the universal 
processors, low power consumption, small overall 
size, qualitative and reliable realization of the main 
functions due to on-chip I-IP-infrastructure that is 
urgent in the century of mobile computers. 
The memory diagnosis and repair problem is 
related to the tendency to continuous reduction of 
chip area, which is allocated to original and 
standardize logic, and simultaneous growth of 
embedded memory. As it is represented in Fig. 1, 

increase of the memory specific weight on a chip 
reduces to its complete dominance for data and 
program storage, which will reach 94% by 2014 
year [2]. It will provide not only fast response of 
carrying out of functions, but also flexibility that is 
appropriate to software in relation to design error 
correction. 

 
Fig. 1. Memory specific weight on a chip SoC 

The memory element feature is the fact that some 
cells can fail under fault influence in the process of 
production and operation. This fact not always 
brings a memory matrix into a critical state, when 
the repair is not possible. So, such technical 
memory state, when the total quantity of faulty 
cells is not greater than spare capacities of a device 
(intended for repair), is considered below. 
The research aim is development of algebra-logical 
method of embedded matrix memory diagnosis and 
repair in real time.  
The problems: 1) SoC Infrastructure Intellectual 
Property Technologies; 2) An Infrastructure 
Intellectual Property method on basis of the 
covering matrix; 3) Formalization of the algebra-
logical AL-method for embedded memory repair; 
4) Practical results. 
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Modern design technologies of digital systems on 
chips propose along with creation of functional 
blocks F-IP development of service modules I-IP, 
which are oriented on complex solving of the 
project quality problem and yield increasing in 
manufacturing that is determined by 
implementation of the following services into a 
chip [13]: 
1) Diagnosis of failures and faults by analysis of 
information, which is obtained on the stage of 
testing and use of special methods of embedded 
fault lookup on basis of the standard IEEE 1500 
[9,15,17];  
2) Repair of functional modules and memory after 
fixation of a negative testing result, fault location 
and identification of a fault type in carrying out of 
the diagnosis phase;  
3) Measurement of the general characteristics and 
parameters of a device operation on basis of on-
chip facilities, which enable to make time and volt-
ampere measurements;  
4) Reliability and fault tolerance of a device 
operation in working that is obtained by 
diversification of functional blocks, redundancy of 
them and repair of SoC in real time.  
 
 
2 Memory Diagnosis and Repair 
Method  
It is represented the exact method of memory 
elements diagnosis and repair by spares that 
enables to cover a set of fault cells by minimally 
possible quantity of spares. The method is oriented 
on implementation to the Infrastructure Intellectual 
Property for SoC functionality. The structure 
solutions for realization of the method of diagnosis 
and repair of memory matrix fault cells are 
proposed. [6-9, 14, 18]. 
In the process of operation and repair any kinds of 
memory it is necessary the guarantee of its 
technical compliance. For this the carrying out of 
three procedures is provided: 1) Memory testing 
that consists of test patters input, which oriented on 
identification of specific kinds of faults [1, 8]; 2) In 
the case of fail appearance it is necessary an 
additional diagnosis procedure that enables to 
determine location, cause and kind of a fault; 3) 
After detection of a fault set, which block carrying 
out of the memory function, it is necessary to 
activate the repair process – replacement of faulty 
elements by spares, which initially are on a chip 
[6,7]. Thereby, aforementioned actions are oriented 
on the growth of yield without significant 
additional time and material costs. To repair it is 

necessary a special mechanism of memory repair 
by means of replacement of faulty components by 
faultless ones from chip reserve.  
As a rule the testing procedure is realized by BIST-
block (Built-In Self Test), which is hardware fast-
acting generator of test patterns, as well as an 
analyzer (signature) of reactions of memory outputs 
on test patterns. Repair analysis consists of 
definition of covering possibility of faulty memory 
elements by available reserve components. Memory 
module has two parts: 1) functional cells, which are 
used for data and program storage, when a module 
is used in SoC; 2) reserve or spare cells, which are 
designed for memory repair in case of functional 
cells failure. Functional and reserve cells are joined 
to columns and rows. When a fault is detected, a 
row (a column), which includes a faulty element, is 
disconnected from the functional structure of 
memory cells and a row (a column) from chip 
reserve is connected on its place. A number of 
reserve components is limited, so it is necessary a 
special mechanism of effective allocation of repair 
resource for support of faulty memory elements 
covering by minimally possible quantity of 
redundant rows and columns.  
The search procedure of faulty cells covering by 
minimal quantity of reserve rows and columns 
described above can be realized as on-chip repair 
module or external one. In second case data about 
errors is received from external modules, they are 
processed and pass to the controller that provides 
memory repair. It results in considerable time loss. 
So, the preferable solution is on-chip module 
realization, when data about errors is passed from 
BIST directly. Such mechanism is called as BIRA 
[6, 11] – Built-In Repair Analysis. 
Memory repair is realized by disconnection of 
faulty elements (rows and columns of a matrix) by 
means of electrical fusion of metal links and 
connection of reserve ones. The fuse process can be 
electrical or laser. Electrical fuse equipment has 
smaller dimensions then laser one and it is used 
more frequently. Fuse is carried out by means of an 
instruction set, which can store in permanent 
memory inside chip (hard repair) or in random-
access memory (soft repair) [6-8]. Soft repair has 
several advantages: when a defect appears a new 
corrected instruction can be recorded to memory 
easily; there provide economic use of chip area and 
sufficient reliability [4]. Hard repair enables to use 
a simplified manufacturing test and provides 
detection of errors, which can not be fixed by soft 
repair under certain circumstances (for instance, 
overheat).  
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The structure of on-chip memory analysis and soft 
repair processes – BISR – [6-8] is represented in 
Fig. 2: 1) Chip activation, filling of the BISR 
register by zero values. 2) Run the BIST controller. 
Memory testing and accumulation of information 
about faulty cells in the BIRA register. 3) Transfer 
of information about faulty cells to the BISR 
register for subsequent fusion. 4) Scanning the 
BIRA registers, which contain the repair status, by 
the BIST controller for obtainment of faults 
information. 5) Run the fuse controller in record 
mode and transfer the repair instructions from the 
BISR. 6) Chip restart. Recording the fuse 
information to the BISR register, replacement of 
faulty rows and columns by reserve components is 
fulfilled. 7) Run the BIST controller for repeated 
memory testing and verification of the repair result 
correctness.  

 
Fig. 2. Flow of on-chip memory analysis and 

repair  
The aim function Z of given research can be 

defined on the basis of modern progress in the field 
of on-line memory repair in the following way: 
minimization of the repair cost (hardware costs) of 
a memory module |M|M ij=  in the process of SoC 
operation by means of use the algebra-logical 
method of minimization of the faulty cells set 
covering by a system of reserve elements under the 
constraints N on quantity of ones: 

cNrNmaxN)F(iQ|i
i

)]F(Q[minZ +=≤= , 

where )F(Qi – the cost of i-th solution variant of 
the memory module |M|M ij=  repair by means of 
the minimal subset of rows and columns 

}R,R{R cr=  of chip reserve that covers the set F 
of faulty memory cells 

iii
* RFF|,F|maxZ,FFR ∀←∈==∩ . 

Method of minimal covering obtainment on an 
example a memory matrix with five faulty cells 
[11], two reserve rows and a reserve column (Fig. 
3) is considered below. Every reserve component 
(a row or a column) can repair from one up to n 
faulty cells, which belong to a row or a column. 

The method idea is optimal replacement of faulty 
memory matrix elements by means of solution of 
the covering problem of faulty columns by row 
reserve. For the method illustration it is proposed 
originally to use the covering matrix of given faults 
F by some quantity of rows (it can be test patterns 
or reserve rows) X and 

}.X,X,X,X,X,X{

}F,F,F,F,F,F,F,F{XF

654321

87654321

≥

≥=≥
 

Let the matrix Y is specified: 
)0YXF(&)1YXF( ijijijij =→∅=∩=→∅≠∩ : 

11X
11X
11X

11X
1111X

11X

FFFFFFFFF
X

Y

6

5

4

3

2

1

87654321j
i

=
 

The exact solution of the covering problem of faults 
by minimal quantity of reserve memory rows is 
based on synthesis of the Boolean function that is 
written as product of sums, written by constituents 
of unities, which correspond to columns of the 
matrix: 

).XX(&)X(&)XX(&)XX(&

&)XX(&)XX(&)X(&)XX(Y

3226163

5452241

∨∨∨

∨∨∨=
 

In given case an analytic notation in the Boolean 
function form, represented in conjunctive normal 
form (CNF), is the initial model that contains a full 
set of covering problem solutions that is solved by 
finding of disjunctive normal form (DNF). The 
transformation procedure of CNF to DNF by means 
of all terms multiplication is performed for it. In 
result of the equivalent transformations, performed 
in compliance with the algebra of logic rules, it is 
came out the Boolean function that contains all 
possible fault covers, defined by four variants of 
row combinations: 

).XXXXXXXXXXXXXXX(

)XXXX)(XXXXXXXX(&

&)XXXXXXXX)(XXXX(Y

652153216424321

322263666131

525554424221

∨∨∨=

=∨∨∨∨

∨∨∨∨=

 

The minimal solution of covering problem contains 
three reserve rows, which can cover 8 faults in a 
memory matrix: .XXXY 642=  
For use of the proposed memory repair method it is 
necessary to remember that every fault Fi in a 
memory matrix belongs to a row and a column 
simultaneously. So, transformation of the 
topological fault model to the covering matrix 
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consists of assignment of row and column 
numbers, which are distorted by given fault, to 
every fault.  
For instance (Fig.3), where there are 5 faulty cells, 
which are covered by three columns and 4 rows, 
the transformation turns a memory matrix into the 
covering table, where left column specifies one-to-
one correspondence between fault coordinates (row 
and column numbers of a memory matrix) and 
rows of a fault covering: 

1XR
1XR

1XR
11XR

1XС
11XС

11XС

FFFFFF
X

Y

710

67

55

43

38

24

12

54321j
i

→
→
→
→
→
→
→

=
 

In other words, the memory matrix topology is 
transformed from two-dimensional metrics to one-
dimensional row structure, which have defined 
covering features concerning about fault columns.  

 

11 
10 
9 
8 
7 
6 
5 
4 
3 
2 
1 

1  2   3  4   5  6   7  8   9 10 
C 

R 

 
Fig. 3. Memory matrix with fault cells  

The following Boolean function forms logical 
product of disjunctions, written by constituents of 
unities, corresponding to columns of the matrix  

)1YXF( ijij =→∅≠∩ : 

.XXXXXXXX

XXXXXXXXXXXXX(

XXXXXXXXXXXXXXXX

XXXXXXXXXXXXXX

XXXXXXXXXXXXXXX

XXXXXXXXXXXXXXX

XXX()XXXXXXXX)(XX

XXXXXXXX()XXXXXX

XX)(XX)(XXX()XX)(XX

XXXXXX)(XXXXXXX(

)XX)(XX)(XX)(XX)(XX(Y

76547541

7531642421321

7654764275417421

76531763217531

732165426427421

532174217321421

3216562512174

73142321656251

21724317265

6251214434131

7261524143

∨∨

∨∨∨∨=

=∨∨∨∨

∨∨∨∨

∨∨∨∨∨

∨∨∨∨∨

∨=∨∨∨∨

∨∨∨=∨∨∨

∨∨∨=∨∨

∨∨∨∨∨∨=

=∨∨∨∨∨=

 

The equivalent transformations enable to simplify 
the complex construction – conjunctive normal 

form – and to obtain the minimal set of all 
solutions, a number of that is equal to six in this 
case. Subset of minimal solutions is defined by 
three conjunctive terms, every of which contains 3 
reserve elements for memory matrix repair:  

.XXXXXXXXXY 642421321 ∨∨=  
 
 
3 Formalization of Algebra-Logical 
Memory Repair Method  
The aim function is defined as minimization of 
reserve components of the memory matrix (S – 
spare), which are needed for its repair in the 
process of SoC operation by means of synthesis of 
disjunctive normal form of faulty elements 
covering and subsequent choice of the minimal 
conjunctive term Y)C,R(X ttt ∈  that satisfies to 
limitations on quantity of the reserve rows and 
columns c

max
r
max S,S , which enter into the logical 

product: 

),X&,....,&X&,....,&X&X(X

},X,....,X,...,X,X{YX

,)X(minZ

t
tm

t
i

t
2

t
1

t

nt21t

c
maxScS;r

maxSrS;maxScSrS
t

n,1t

=

=∈

=
≤≤≤+=

 

where every resulting conjunctive term of the 
function Y is made from the row and column 
identifiers )C,R(X ttt = , which cover all faults in 
a memory matrix. The best solution is a term of 
minimal length at Quine mark [10], in which there 
are rows and columns, covering all faults. In 
particular case a solution can contain none rows 
(columns), when existing columns (rows) from 
memory matrix reserve are sufficient for memory 
repair. The model of definition process of minimal 
quantity of spares, which cover all detected faults 
in a memory matrix, comes to the following items: 
1. Transformation of two-dimensional model of a 
memory matrix faults to the fault covering table by 
reserve rows and columns. To achieve of the aim 
the topological memory model in the form of 
matrix, identifying detected faults, is considered: 

⎪⎩

⎪
⎨
⎧

=⊕←

=⊕←
==

.0fT0

;1fT1
M,MM ijij  

Here a matrix coordinate is equal to 1, if the fault-
free behaviour function of a cell gives unit value on 
a test, the coordinate is identified as faulty. After 
fixation of all faults construction of the fault 
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covering table m,1j;n,1i,YY ij ===  is carried 

out, where columns correspond to the set of 
detected faults m and rows are numbers of columns 
and rows of a memory matrix, which have faults: 

⎪⎩

⎪
⎨
⎧

∅=∩←

∅≠∩←
==

.F)R(C0

;F)R(C1
Y,YY

jii

jii
ijij  

Instead of the two-dimensional metrics components 
C and R the one-dimensional vector is used, it is 
concatenated from two sequences C and R, the 
power of which is equal to n = p + q: 

).X,...,X

,...,X,X,X,...,X,...,X,X(X*X

)R,...,R,...,R,R(*)C,...,C,...,C,C(R*CX

qpjp

2p1ppi21
rc

qj21pi21

++

++==

===

 

At that there exists one-to-one correspondence 
between the initial set elements (C, R) and the 
resulting vector Х, which is defined in first column 
of the matrix Y. It is necessary to say that 
transformation R*CX =  is carried out for ease of 
consideration and subsequent forming of 
disjunctive normal form (uniformity of variables, 
forming the Boolean function). If the procedure is 
not carried out the function is defined by two kinds 
of variables, containing rows and columns of a 
memory matrix.. 
2. Construction of conjunctive normal form for 
analytic, complete and exact solution of the 
covering problem. After generation of the covering 
matrix that contains zero and unit coordinates the 
synthesis of analytic covering form is carried out 
by writing of CNF by columns. Here a number of 
conjunctive terms are equal to quantity of table 
columns and every disjunction is written by unit 
values of a current column: 

).XX()YY(Y qjpj
m

1j
1}qjY,pjY{qjpj

m

1j
∨∧=∨∧=

=
=

=
 

From last expression it is obvious that every 
column has two coordinates only, which have unit 
value, and a number of logical products is equal to 
total quantity of faults m, detected in a memory 
matrix. 
3. Transformation of CNF to DNF that enables to 
determine all solutions of the covering problem. 
For that it is necessary to apply an operation of 
logical multiplication and the minimization 
(absorption) rules to conjunctive normal form to 
obtain of disjunctive normal form: 

}.1,0{k),Xk...Xk...XkXk(Y j
in

j
ni

j
i2

j
21

j
1

w

1j
=∧∧∧∧∧∨=

=
 

It is the generalized DNF notation, where in the 
limit a number of terms is equal to n2w = , where n 
is quantity of rows in the generalized set (C,R) or 
quantity of the variables Х in the matrix Y, on the 
set of which all solutions are formed (fault covering 
by reserve components); if i

j
i Xatk  is equal to 

zero the variable Хi is nonessential. 
4. Choice of minimal and exact solutions of the 
covering problem. It is related to determination of 
minimal length conjunctions in the obtained DNF. 
The following transformation executing rows and 
columns of a memory matrix on basis of above-
mentioned correspondence enables to write a 
minimal covering or set of ones in two-dimensional 
metrics of rows and columns, which satisfies the 
conditions (limitations) of the aim function on 
quantity of reserve components.  

An illustration of the memory matrix repair 
process model is proposed below. Minimal quantity 
of reserve components, which cover all faults, is 
determined. A memory matrix with faults and 
reserve [11] is represented in Fig. 4. 

1  2   3   4  5   6   7   8  9 10 

11 
10 
9 
8 
7 
6 
5 
4 
3 
2 
1 

 
Fig. 4. Memory matrix with faults and reserve  

The matrix has limitations on diagnosis and repair 
capabilities of ten faulty cells, which are defined by 
two rows and five columns. In compliance with 
item 1 of the model of definition process of 
minimal quantity of spares, which covers all 
detected faults in a memory matrix, the covering 
table of ten faults  

)F,F,F,F,F,F,F,F,F,F(F 10987654321=  

is formed. Faults are covered by 11 rows, which are 
represented in the form of concatenation of the 
subsets С and R, which are in one-to-one 
correspondence with the variable vector Х: 

).X,X,X,X,X,X,X,X,X,X,X(X

)R,R,R,R,R,R(*)C,C,C,C,C(R*C

1110987654321

108754387532

=≈

≈=
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111XR
1XR

11XR
1XR

1XR
11XR

11XC
1XC

111XС
11XС

11XС

FFFFFFFFFFF
X

Y

1110

108

97

85

74

63

58

47

35

23

12

10987654321j
i

→
→
→
→
→
→
→
→
→
→
→

=

 

In compliance with the covering table construction 
of DNF is performed, the terms are written by unit 
values of columns: 

).XX)(XX)(XX)(XX)(XX(&

&)XX)(XX)(XX)(XX)(XX(Y

11111311510293

9581736264

∨∨∨∨∨

∨∨∨∨∨=
 

Subsequent transformations related to obtainment 
of disjunctive normal form are based on application 
of The Boolean algebra lows and identities, which 
enable to carry out logical multiplication of all ten 
multipliers, subsequent minimization of DNF terms 
by application of the minimization operator, the 
absorption axioms, removal of the same terms. 
Skipped intermediate calculus the final result is 
represented in the following form: 

.XXXXXX

XXXXXXXXXXXX

XXXXXXXXXXXX

XXXXXXXXXXXX

XXXXXXXXXXX

XXXXXXXXXXXX

XXXXXXXXXXXXX

XXXXXXXXXXXX

XXXXXXXXXXXX

XXXXXXXXXXXXX

XXXXXXXXXXXY

96111083

96118729611721

961183296111031

961132111108653

1186532106531

65321111079421

1110894231187942

11794211183942

1110879696111071

1110942311139421

118543254321

∨

∨∨∨

∨∨∨

∨∨∨

∨∨∨

∨∨∨

∨∨∨

∨∨∨

∨∨∨

∨∨∨

∨∨=

 

The choice of minimal length terms, which contain 
5 variables, forms a set of optimal (minimal) 
solutions: 

.XXXXXXXXXXXXXXXY 1065316532154321 ∨∨=  
Transformation of obtained function to a coverage 
that contains variable designations in the form of 
rows and columns of a memory matrix enables to 
represent solutions in the following form: 

.RRCCCRСССССССССY 838523853287532 ∨∨=  

All obtained minimal solutions satisfy the 
requirements (limitations) on spare quantity that is 
determined by numbers:  

)2R(&)5С( rr ≤≤ . 

Other solutions, determined in DNF, are no interest, 
because they have not optimal covering of faulty 
cells that is determined by quantity of variables 
(rows + columns) in terms, greater then five. 
Subsequent technology of embedded repair of 
faulty cells consists of electrical reprogramming of 
an address decoder of a column or a row of a 
memory matrix. In respect to memory, represented 
in Fig. 4, a procedure of writing or reading of 
information at access to any cell of column 2 will 
be readdressed to reserve column 11. In compliance 
with last obtained solution (first term of DNF 
function Y) other faulty columns will be replaced 
on fault-free ones from memory reserve: 3 – on 12; 
5 – on 13; 7 – on 14, 8 – on 15. 
The computational complexity of algebra-logical 
memory repair method in the part of solving of the 
covering problem is determined by the following 
expression: 

FF 2RC2Q ×++= , 

where F2  is costs related to DNF synthesis by 
logical multiplication of two-component 
disjunctions (fault coordinate is defined by row and 
column numbers), quantity of them is equal to 

quantity of faulty cells; F2RC ×+  is upper limit 
of computational costs, which are needed for 
minimization of obtained DNF on maximum set of 
variables that is equal to total quantity of rows and 
columns RC+ . In the worst case, when 
coordinates of all faulty cells are not correlated by 
rows and columns (they are unique), for instance, 
diagonal faults, the computational complexity of 
the matrix method is dependent from quantity of 
faulty cells only and its analytic notation is 
transformed to the following view: 

)F21(22F22

2RC2Q

FFF

F2RC
FF

×+×=××+=

=×++= ×≤+
 

If instead of fault set power to use quantity m of 
them, the previous expression can be represented in 
more simple form: 

).1m2(2)m21(2Q mm +=×+×=  
According to the SoC Functional Intellectual 
Property Infrastructure, the matrix repair method on 
basis of solving of the covering problem is 
implemented into a chip as one of I-IP components 

WSEAS TRANSACTIONS on CIRCUITS AND SYSTEMS Vladimir Hahanov, Anna Hahanova, Svetlana Chumachenko, 
Sergey Galagan

ISSN: 1109-2734 703 Issue 7, Volume 7, July 2008



that is designed for the operability support of SoC 
matrix memory. 
 
 
4 Software «Defect Analyzer» 
«Defect Analyzer» is designed for simulation of 
SoC testing and diagnosis by using the fault 
detection table. It is application that functions 
under the operating system Windows XP. The 
algebra-logical diagnosis method, successive and 
parallel methods of the test point choice are 
realized in the application. The input data is the 
covering table that is formed in the testing process 
of a circuit. The table shows input signal levels, as 
well as it displays faults in a circuit on current test 
pattern (value of the vector V is a sign that, Fig. 5). 

  
Fig. 5. The main window of «Defect Analyzer» 

To simplify the initial covering table information 
about zero elements of test patterns and output 
signal levels for every test pattern can be used. 
Also reduction CNF to more simple form can be 
performed. Probing procedure is realized step by 
step in specified test points. It is displayed in the 
form of covering table and simplified DNF (Fig. 6). 

 
Fig. 6. Probing procedure 

Data level, which can be processed by the 
application, is limited by quantity of terms of no 
simplified DNF. A number of table rows (terms) 

should not be greater then 32766. A number of 
DNF terms depends on initial data and it can be 
calculated by formula: 

)N(PN i
n,1i

)1iV(i

=

=∀
= , 

where Ni is quantity of elements “1” in a test 
pattern. At diagnosis the input patterns for which 
value of the vector V is equal to 1 is considered. 
The main time of diagnosis is consumed on 
transformation CNF to DNF and its reduction. 
Time required for the transformation depends on 
experiment result, circuit dimension and it is in 
proportion to the coefficient k that is calculated by 
formula: 

,nm
)!2n(2

!n
k))!N((Pkk 2i

n

1i
1 −

+=
=

 

where n is quantity of test patterns; m is a number 
of elements, which are used in an experiment; Ni is 
a number of “1” elements in i-th input pattern; k1 
and k2 are coefficients. Time of transformation 
CNF to DNF versus quantity of test patterns and 
elements is presented in Fig. 7. 

 
Fig. 7. Time of transformation CNF to DNF 

Information about zero elements, reduction of the 
fault covering table, transformation the initial CNF 
to more simple form before its transformation to 
DNF enable to decrease the diagnosis time 
essentially.  
An example. A circuit, represented in Fig. 8, is 
given. A fault detection table (it includes the first 5 
rows of the table below) and an experimental 
validation vector V correspond to it. 

 
Fig. 8. A circuit example 
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11111111Y

11111111111T
11111111111T

011T
111111111T

0111T

YYVFFFFFFFFFFFFFFF
T

2
1
5
4
3
2
1

211413121110987654321j
i

 
Masking of FDT rows 1,2,4,5 by the vectors 

21 Y,Y , which are represented in bottom of the 
table, results in decrease of “1” coordinates 
quantity in FDT: 

111111111T
1101011100T
011T
1110101T
0111T

VFFFFFFFFFFFFFFF
T

5
4
3
2
1

1413121110987654321j
i

 
Then the column numbers where zero values of the 
vector V correspond “1” values of the table row 
coordinates are determined; the columns (for the 
example they are F2, F3, F4, F7) are eliminated: 

111111T
11T

1111T

FFFFFFFFFF
T

5

4

2

14131211109851
j

i

 
CNF is constructed by “1” values of the vector V: 

.FFFFFFFFFF
FFFFFFFFFFF

FFFFFFFFF)FF

FFFF)(FF)(FFFF(F

1413139141211141110
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So, there is the multiple fault 98FF  in a circuit. 
Successive probing in test points is realized as 
described below.  

822424422)F(W
FFFFFFFFFF

i

14131211109851
1

i . 

In the instance the minimal weight of elements iF  
is equal to 2. To prove the existence of multiple 
fault 98FF  it is necessary to choose point 1F  as first 
test point: 
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Choice of last test point 11F  gives term 98FF . 
Parallel probing of several terms.  

11FF
11FF

11FF
111FFF
111FFF
111FFF

11FF
111FFF
111FFF
111FFF

11FF
11FF

FFFFFFFFF

91

1413

139

141211

141110

14115

119

14128

14108

1485

98

141

14131211109851

 

In the instance test points 13121051 F,F,F,F,F  can be 
chosen simultaneously. Consequently the covering 
table will take on form: 

WSEAS TRANSACTIONS on CIRCUITS AND SYSTEMS Vladimir Hahanov, Anna Hahanova, Svetlana Chumachenko, 
Sergey Galagan

ISSN: 1109-2734 705 Issue 7, Volume 7, July 2008



11FF
11FF

FFF

119

98

1198
. 

Choice of last test point 11F  gives term 98FF  of 
simplified DNF that confirms the existence the 
multiple fault in a circuit.  
The table below contains information about 
quantity of elements and terms for a few 
experiments and a number of necessary probing 
steps.  

Table 1. The Fault DNF Characteristic  
A number of 

probing Experi-
ment # 

Experiment 
quantity 

Term 
quantity Successive Parallel

1 10 5 4 2 
2 9 12 7 2 
3 12 9 8 8 
4 6 4 2 2 

5 10 6 5 3 

Effectiveness comparison of various diagnosis 
methods is shown in Fig. 9 (test points quantity 
versus Quinn estimation value of a circuit). 
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Fig.9. Test points quantity versus Q 

As follows from the diagram parallel use of the 
interactive probing method in several points results 
in less step quantity of fault DNF analysis 
procedure. So, it is necessary less time for 
diagnosis and less costs for SoC design. 
A novel matrix diagnosis method for SoC 
functionality is proposed. It is characterized by use 
of disjunctive normal form and the fault covering 
table that enables to obtain full and minimal 
combinations of multiple faults on basis of use the 
multiprobing procedures. Proposed successive and 
parallel methods for testing simulation of SoC are 
realized in the software. The methods are oriented 
on embedded Functional Intellectual Property by 
presented IP-modules. 
 
 

5 Conclusion 
Scientific novelty is the follow. SoC memory in the 
future will occupy more than 90% of chip area that 
is oriented on use flexible software. Development 
of models and methods of quick and exact 
diagnosis, as well as technologies for repair of 
faulty cells by on-chip facility in real time and on 
all life cycle stages of a product are urgent 
problems. It will enable to decrease quantity of chip 
pins, to raise yield, to decrease time-to-market, to 
reduce service costs, as well as to remove output 
diagnosis and repair facility. 
The algebra-logical memory repair method is based 
on solving of the faulty cells covering problem by 
spares by means of the Boolean algebra apparatus. 
The method has quadratic computational 
complexity and can have hardware or software 
realization that is service module of fault 
correction, which enables to carry out memory 
elements repair in the process of operation.  
The classical covering problem use two one-
dimensional vectors (X, F), where the covering 
operator P enables to find minimal subset of the 
components X, which cover all elements from F: 

minmin XFX)F,X(PX =∩←=  by its aggregate 
functionality. The statement of covering problem of 
one-dimensional vector F features by two-
dimensional matrix )RC(M ×= is needed in 
reduction of both components to a single metrics 
(such coordinate system that is common 
denominator for both structures). Such metrics for 
the matrix )RC(M ×=  and the vector F is one-
dimensional structure. So, in this case it is 
necessary to carry out transformation of two-
dimensional structure (memory fault matrix) 

)RC(M ×=  to one-dimensional one by means of 
the concatenation operation )R*C(X =  for 
subsequent solving of the classical covering 
problem by application of formal actions, which are 
defined by the operator )F,X(PX min = . 
Proposed method of optimal memory fault repair 
differs from analogs by application of algebra-
logical technology of fault covering by two-
dimensional memory matrix topology that enables 
to obtain minimal and full solutions for subsequent 
repair in real time, which is based on utilization of 
spares in the form of memory rows and columns. 
Practical importance of the research consists of 
implementation of the method to SoC Functional 
Intellectual Property Infrastructure. It enables to 
raise yield essentially (5-10%) on the electronic 
technology market by means of faulty chip repair in 
the process of production and operation, as well as 
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to increase the life cycle duration of memory 
matrixes by repair of them in real time. 
On-chip repair is oriented on all objects, which 
have an address: memory, multiplexers, matrix 
processors. If it is necessary to repair other 
structures, they must be designed with an 
allowance for component addressability. The 
addressability and regularity of components turns a 
system into reliable, robust, repairable and durable 
one.  
Further research is oriented on development of 
testability structure of the system and hardware 
BIRA module for embedded memory repair in 
appearance of faults on production and operating 
stages.  
Yervant Zorian (EWDTS’ 2007, Yerevan): “Now 
the main problem of system on a chip repair is 
development of embedded technologies and 
methods of the logic repair that occupies no more 
than 10% of chip area”. 
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