Improvements in Power Quality and Efficiency with a new AC/DC High Current Converter
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Abstract: - A very flexible AC/DC converter featuring high-output current, reduced voltage ripple and highly adjustable current control is described. The whole system consists of four stages and uses a proper switching technique in conjunction with a feedback control performed by means of a PID regulator. Moreover, the built prototype exhibits high efficiency and reduced harmonic pollution. In order to evaluate the harmonic distortion on the current drawn from the supply network, an FFT (Fast Fourier Transform) analysis is performed. Finally, experimental and computation results for output currents up to 400A, which confirm the correct behavior of the proposed converter, are presented and discussed.
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1 Introduction
In the last few decades, a continuous integration process between electrical systems and power electronic apparatuses has been observed. Power electronics, which has been applied so far mainly to energy end uses [1], was recently employed also in distributed generation, namely photovoltaic and wind generation. Actually, the ever-growing exploitation of renewable sources requires that voltage and current wave shapes should be compatible with current power distribution. On the other hand, new architectures for modern electrical systems have been developed, and novel active filtering techniques and devices have been proposed, which will be able to change the power factor and to eliminate undesired harmonics as well [3], [4], [5], [6], [7]. In order to modify the power factor, either deterministic digital techniques or probabilistic approaches were usually adopted [8], [9]. In addition, AC/DC converters were actively researched in order to improve the power factor at reasonable costs. From this point of view, both the use of a PCB (Printed Circuit Board) and implementation of a proper switching control technique allowed a drastic reduction of manufacturing costs. As a matter of fact, the adoption of these techniques achieved over 90% cost reduction [10]. Unfortunately, the controlled switching produced electromagnetic emissions (EMI) causing disturbances to radio frequencies (RF). A number of studies pointed to a control procedure of power supply switching with modulation techniques of the RPWM type (Random Pulse Width Modulation) that performed much better than PWM (Pulse Width Modulation) [11]. Other studies aimed at reducing non-characteristic harmonics [12]. Also resonant filters were proposed for high power AC/DC converters adopting tyristsors, where a parallel resonance was used to obtain amplification of selected harmonics applying a sort of filtering technique [13]. Optimization studies were also performed on AC/DC converters with synchronous rectification, that can be used to supply electrical machines requiring high direct currents, with an aim to reduce losses at the output stage of the converter. In this case a MOSFET, which performs a role similar to a switching power supply, and a resistive load are parallel-connected at the output of the generator. An AC/DC converter built with a synchronous machine and a parallel-connected power MOSFET allow a reduction of the losses on the DC output supply stage [15].

In this paper a high current AC/DC converter with high quality performance is introduced. The whole system is described and experimental results obtained from experimental tests performed on a built prototype are reported, analyzed and discussed.

2 The proposed system
The proposed converter is schematically shown in Fig. 1.
Fig. 1 Layout of the proposed four-stage system.

The first stage of the system consists of a 6-diode passive rectifier. The rectified voltage is applied to an inverter that in its turn is made of an ultra-fast 6-IGBT able to commute up to 100 kHz under certain operating conditions. The value of the rectified voltage was about 500 V, neglecting a ripple that can be reduced placing an active rectifier at the input terminations of the inverter. Two serially-connected capacitors, each of 2200 µF, were placed between the DC bus and frame to achieve additional voltage smoothening. The modulation technique adopted to drive the inverter was strongly characterized by the 6-phase transformer/rectifier system used.

The scheme of the three-phase inverter is shown in Fig. 2 where the phase-neutral, phase-to-phase voltages and command signals of the three legs of the inverter are also reported.

Fig. 2 Scheme of a three-phase inverter.

The modulation technique adopted to drive the three legs of the inverter is shown in Fig. 3. This technique was implemented taking in mind the configuration of the downstream transformer.

Fig. 3 Signals used to drive the inverter.

Fig. 3 shows that the voltage time period for each phase is 25 µs. Each phase terminal (phases a, b, c) is connected by the respective IGBTs for a maximum time of 8.3 µs (depending on the command processed by the modulation) to a “+Vdc” potential while for the remaining 16.6 µs of the time period the same terminal is connected to ground. In other words, each phase-neutral voltage (\(V_{ab}\), \(V_{bc}\), \(V_{ca}\)) is a rectangular wave having \(+Vdc\) amplitude and period of 25 µs. The duty cycle of this rectangular wave can change between a maximum of 33% (8.3 µs) and a minimum of 0% (0 µs). Fig. 4 shows the three phase-neutral voltages.

Fig. 4 Phase-neutral voltages of the inverter.
The phase-to-phase voltages are linked to the phase-neutral voltages by the following well-known relations:

\[ V_{ab} = V_{a0} - V_{b0} \]  
\[ V_{bc} = V_{b0} - V_{c0} \]  
\[ V_{ca} = V_{c0} - V_{a0} \]

It is also known that the phase-to-phase voltages \((V_{ab}, V_{bc}, V_{ca})\) can assume both positive and negative values, whereas phase-neutral voltages \((V_{a0}, V_{b0}, V_{c0})\) take up only positive values. Fig. 5 shows the shapes of the \((V_{ab}, V_{bc}, V_{ca})\) phase-to-phase voltages.

![Wave shapes of phase-to-phase voltages](image)

Fig. 5 Wave shapes of phase-to-phase voltages.

The phase-to-phase voltage generated downstream of the inverter is applied at the input terminations of the 6-phase transformer/rectifier block shown in Fig. 6.

![Six-phase transformer/rectifier block supplying the load](image)

Fig. 6 Six-phase transformer/rectifier block supplying the load.

The transformer reduces the voltage while increasing the current. The working principle of the sub-system shown in Fig. 6 is illustrated in Fig. 7.

![Working scheme of the transformer and AC/DC rectifier](image)

Fig. 7 Working scheme of the transformer and AC/DC rectifier.

Of course, the \(L_1, L_2\) and \(L_3\) inductors shown in Figs. 6 and 7 were used to smoothen the load current. The whole system shown in Fig. 1 is driven by a DSP (Digital Signal Processor), model dsPIC30F3011 of the Microchip family [16].

### 2.3 Control scheme of the converter

In order to obtain the desired output current values, the scheme of Fig. 1 was completed by a proper feedback control system as shown in Fig. 8.

![Block diagram of the output-current control system](image)

Fig. 8 Block diagram of the output-current control system.

The adopted control technique was implemented by means of a PID regulator. A block diagram of the adopted feedback control is shown in Fig. 9.

As already said in section 2, the whole control system was implemented on a proper, DSP-managed card.
The output current value was monitored using a control strategy consisting of a PID regulator with a soft-start technique. Since the output load is connected to smoothing inductances, in order to avoid sudden changes of the output current, the program emulating the PID regulator was completed with a proper section able to manage current changes smoothly. As a matter of fact, the control actions fine-tuned the rise and fall fronts of the output current in order to protect the smoothing inductances connected downstream the transformer against negative consequences. In addition, Fig. 9 shows that the input quantities of the feedback section are the output current values obtained from a measurement system placed proximally to the load, and of course also the current external pre-established reference value. Measured currents and reference current are analogical in nature. Consequently, these current signals must be transformed into digital data to be sent to the DSP, which justifies the use of 10-bit converters placed inside the DSP. The output signals produced by the feedback section are $d_1$, $d_2$ and $d_3$, which in their turn drive the three legs of the inverter in accordance to the previously explained technique.

### 3 Harmonic analysis of the current drawn from the supply network

The ever-growing complexity of electrical systems requires the development of apparatuses able to monitor and regulate working conditions continuously. For this reason, computation algorithms were implemented that, on the basis of measurements at certain system points, were able to establish the real-time working system state [16], [17], [18], [23], [24]. The data supplied from the measurements and acquired on electrical apparatuses can be properly processed by means of a number of algorithms such as the FFT algorithm, which is commonly used to improve the quality of samples obtained from the measurement system [19], [25].

In this paper, the FFT is used to monitor the harmonic content of the wave shape of the current drawn from the supply network. The algorithm processes current samples acquired by means of a measurement system placed between the network and the input terminations of the three-phase rectifier as shown in Fig. 10.

**Fig. 9 Block diagram of the feedback control of the current.**

**Fig. 10 Currents acquired by the measurement system for the subsequent FFT analysis.**

For simplicity reasons, in the following the performed harmonic analysis is illustrated only for the R-phase current, since the shapes of all currents of the three-phase system are equal and shifted 120° from one another. Assuming the series $i_{in}(n)=i_{in}(n\Delta t)$ obtained from the $N$ coming samples of the measured $i_{in}(t)$ current, the DFT (Discrete Fourier Transform) can be expressed as:

$$I_{in}(k\Delta f) = \Delta t \sum_{n=0}^{N-1} i_{in}(n\Delta t) e^{-j2\pi k n \Delta t}$$  \hspace{1cm} (4)

where $\Delta f$ is the frequency sample interval (computed using the following relation: $\Delta f=1/N\Delta t$) and $\Delta t$ is the sampling time. The inverse discrete Fourier transform is:

$$i_{in}(n\Delta t) = \Delta f \sum_{k=0}^{N-1} I_{in}(k\Delta f) e^{j2\pi k n \Delta t} .$$  \hspace{1cm} (5)

In order to simplify relation (4), the quantities $\Delta t$ and $\Delta f$ can be omitted obtaining the following notation:

$$I_{in}(k) = \sum_{n=0}^{N-1} i_{in}(n) e^{-j2\pi kn/N}$$  \hspace{1cm} (6)
In the same way, relation (5) can be written as:

\[ i_m(n) = \frac{1}{N} \sum_{k=0}^{N-1} I_m(k) \cdot e^{j2\pi kn/N} \quad (7) \]

The computation complexity of relation (7) is \(O(N^2)\). If the \(N\) number of samples is not a prime number, it is possible to optimize the computation by properly grouping some operations depending on the factorization of \(N\). In this case, a faster algorithm can be obtained, which also causes FFT to be equivalent to a fast DFT. The maximum reduction in time computation takes place when \(N\) is a multiple of 2, i.e. \(N=2^p\). In this case, the Cooley-Tukey algorithm can be applied. The complexity of this algorithm, also known in literature as FFT-2 or “radix-2FFT”, is \(O(N \cdot \log_2 N)\), [20], [21], [22].

### 3.1 The FFT algorithm

The FFT algorithm is optimized to perform the DFT (Discrete Fourier Transform) in less time. The DFT in its turn represents the application of the Fourier transform on the discrete form. Generally speaking, the Fourier transform applied to a continuous function \(f(t)\) on the time domain supplies as a result a continuous function \(F(f)\) on the frequency domain as shown in this relation:

\[ F(f) = \int_{-\infty}^{+\infty} f(t) \cdot e^{-j2\pi ft} \cdot dt \quad (8) \]

The inverse of the Fourier transform, which allows to pass from the frequency domain to the time domain, is shown in the following relation:

\[ f(t) = \int_{-\infty}^{+\infty} F(f) \cdot e^{j2\pi ft} \cdot df \quad (9) \]

It is useful to remember that functions \(f(t)\) and \(F(f)\) are continuous functions in the time and frequency domains, respectively.

Let us suppose to operate in the time domain on a discrete function, which means an \(x(n)\) function consisting of a sequence of \(N\) \((n=1, 2, ..., N)\) samples, usually defined as \(x(1), x(2), ..., x(N)\), as when \(N\) measurement samples are acquired. The examined \(x(n)\) discrete function is a mono-dimensional array (vector) having dimension equal to \(N\). The Fourier transform theory can also be applied to the \(x(n)\) discrete function; in this case the algorithm is named Discrete Fourier Transform (DFT), and is reported in the following relation:

\[ X(k) = \sum_{n=0}^{N-1} x(n) \cdot e^{-j2\pi \frac{kn}{N}} \quad k = 0, ..., N-1 \quad (10) \]

Relation (10) allows to pass from the \(x(n)\) time domain to the \(X(k)\) frequency domain. For the inverse operation, that is to say, passing from the \(k\Delta f\) frequency domain to the \(n\Delta t\) time domain, the Inverse Discrete Fourier Transform (IDFT) must be used, as reported below:

\[ x(n) = \frac{1}{N} \sum_{k=0}^{N-1} X(k) \cdot e^{j2\pi \frac{kn}{N}} \quad n = 0, ..., N-1 \quad (11) \]

It must be always kept in mind that, similarly as for relations (4) and (5), also in relations (10) and (11) the sample intervals (both in the time domain \(\Delta t\) and frequency domain \(\Delta f\)) can be assumed as unitary values. In this case, formulas (10) and (11) are in their extended forms as follows:

\[ X(k \Delta f) = \Delta t \sum_{n=0}^{N-1} x(n \Delta t) \cdot e^{-j2\pi \frac{kn \Delta f}{N \Delta t}} \]

\[ x(n \Delta t) = \Delta f \sum_{k=0}^{N-1} X(k \Delta f) \cdot e^{j2\pi \frac{kn \Delta f}{N \Delta t}} \]

with \( \Delta f = \frac{1}{N \cdot \Delta t} \).

The \(X(k)\) components are imaginary numbers, which actually represent the modules and phases of the sinusoidal components of the \(x(n)\) samples. The DFT allows to pass from \(x(n)\) to \(X(k)\), whereas the IDFT shows the \(x(n)\) relation as a sum of sinusoidal components \(X(k) \cdot e^{j2\pi \frac{kn}{N}}\), with \(k\) frequency per sample cycle.

The above explanation concerns the DFT applied to a vector of \(N\) measured samples such as \((x(1), x(2),...,x(N))\). In this case the DFT is also defined as mono-dimensional. In practical cases, the Fourier transform may sometimes need to be applied to a number of vectors obtained from different \((x_{n1}, x_{n2},...,x_{nD})\) time intervals. In such cases the DFT is defined as multi-dimensional, but is mentioned only for completeness and was not used in the examined cases.

In order to compute the \(X(k)\) through relation (10) directly, a number of arithmetical operations equal to \(O(N^2)\) are required. In this case some operations linked to relation (10) can be grouped in order to obtain a less complex, faster algorithm. If the Fourier Transform is applied to a discrete signal composed of \(N\) samples, a factorization of \(N\) can be made, that is some operations will be adequately grouped so as to reduce computation time.
considerably and obtain a “fast” algorithm of the DFT. The most widely used algorithm of this kind is the Cooley-Tukey algorithm, which is based on the “divide et impera” principle, that is to say a DFT is cut recursively off any N dimension where N is a number N=N_1N_2 of smaller DFT having dimensions N_1 and N_2, respectively.

Let us suppose to have N samples \((x(1), x(2), ..., x(N))\) obtained from a measurement process and to perform the DFT on this vector. If the standard DFT algorithm is applied in order to compute all the frequency samples \((X(k) \text{ (}k=0, 1, \ldots, N\text{)})\) the number of complex multiplications to be performed is equal to \(N^3\). In case the periodicity of the exponential function \(e^{j2\pi f}\) is exploited, it is possible to use the same complex multiplications many times, which allows the above mentioned factorization of the number of multiplications.

In order to perform the FFT algorithm, the first operation is to separate the \(X(k)\) former \(N/2\) frequency samples from the latter \(N/2\) samples with \(k=1, 2, ..., N\), where each \(X(k)\) term is obtained from the summation of relation (10). The second operation is a subdivision inside relation (10) of the terms with even indexes from those with odd indexes as shown in the following relation.

\[
X(k) = \sum_{n=0}^{N-1} x(n) \cdot e^{j2\pi k n/N} = \sum_{n=0}^{N-1} x(n) \cdot W^{nk} = \sum_{n=0}^{N/2-1} x(2n) \cdot W^{(2n)k} + \sum_{n=0}^{N/2-1} x(2n+1) \cdot W^{(2n+1)k}
\]

with \(k=0,1,\ldots, N/2-1\).

From relation (12) the position \(W = e^{j2\pi 1/N}\) can be assumed. In this case relation (12) becomes:

\[
X(k) = X_1(k) + W^k \sum_{n=0}^{N/2-1} x(2n+1) \cdot W^{2nk} = X_1(k) + W^k \cdot X_2(k)
\]

with \(k=0,1,\ldots, N/2-1\).

With relations (12) and (13) only the \(N/2\) frequency samples are considered \((X(k) \text{ (}k=0, 1, ..., N/2\)) and inside their relation (2k) even terms were separated from the \((2k+1)\) odd terms. The subsequent \(N/2\) samples of \(X(k)\) can be expressed through the following relation:

\[
X(k) = X_1(k) + W^k \cdot X_2(k)
\]

(14) with \(k=0,1,\ldots, N/2 -1\).

As previously mentioned, in order to reduce the number of multiplications of the DFT algorithm, the periodicity of the exponential function \(e^{j\varphi} = \cos(\varphi) + j \cdot \sin(\varphi)\) is exploited obtaining the FFT. Actually, the complex multiplications used for the computation of the former \(N/2\) samples \(X(k)\) with \((k=0, 1, ..., N/2)\) can be reused also on the computation of the latter \(N/2\) samples \(X(k)\) \((k=N/2+1, N/2+2, ..., N-1)\) by using proper linkages between terms with even and odd indexes, respectively. The “decimation” relations at the basis for the procedure are the following:

\[
X_1(k) = X(k) + W^k \cdot X_2(k)
\]

(15)

\[
W^k \cdot X_2(k) = -W^k \cdot X_1(k)
\]

(16)

where \(k=0,1,\ldots, N/2 -1\).

The equality of relation (16) can be understood with the following relation:

\[
W^k = e^{j2\pi k} = e^{j2\pi \frac{k}{2}} = e^{j\frac{\pi}{2}} = c_j e^{j\pi}
\]

(17)

Finally, the \(N\) samples \(X(k)\) \((k=0, 1, ..., N)\) of the \(N\) measures \((n=0, 1, ..., N)\) can be obtained through the application of the FFT algorithm implemented with relations:

\[
X(k) = X_1(k) + W^k \cdot X_2(k)
\]

(18)

\[
X(k + N/2) = X_1(k) - W^k \cdot X_2(k)
\]

(19)

where \(k=0,1,\ldots, N/2 -1\).

Relations (18) and (19) show that the former \(N/2\) samples \(X(k)\) \((k=0, 1, ..., N/2 -1)\) change only the sign of the algebraic sum between the terms \(X_1(k)\) and \(W^k \cdot X_2(k)\); this allows to obtain also
the latter terms of the succession \( X(k) \) (with 
\[ k = \frac{N}{2}, \frac{N}{2} + 1, \ldots, N - 1 \]).

Fig. 11 shows the operation reduction by applying the Cooley-Tukey algorithm.

![Decimation process of the Cooley-Tukey algorithm](image)

Fig. 11 Decimation process of the Cooley-Tukey algorithm.

When \( N \) samples are available, it is possible to
operate a series of subsequent halved cuts to
compute the \( N \) sample \( X(k) \). If \( N \) is a power of 2: \( N=2^p \) with \( p \geq 1 \), it is possible to have a number of
halved cuts equal to \( \log_2(N) \). For each cut the
number of complex multiplications are \( N \). Finally,
for a number of \( N=2^p \) samples, the number of
operations necessary to apply the FFT algorithm is
\( O(N \cdot \log_2(N)) \) while the multiplications necessary
for the DFT algorithm are \( O(N^2) \).

4 Experimental and computation results

Fig. 12 shows the wave shape of the output current
coming from the six-phase AC/DC converter when
a resistive load of \( R_{LOAD}=0.03 \Omega \) is applied.

![Wave shape of the output current](image)

Fig. 12. Wave shape of the current present
downstream of the six-phase AC/DC converter
(output current = 100A).

In this situation, the reference current established
for feed-back control was 100 A. Fig. 12 shows
that the AC/DC output current follows the
reference value imposed by the control system, if a
very small ripple factor is neglected.

Figs. 13, 14 and 15 show the output current with an
input reference of the control system \( (I_{ref}) \) of
200A, 300A and 400A respectively, with a load of
\( R_{LOAD}=0.03 \Omega \).

![Converter output current with an input current reference of 200 A](image)

Fig. 13. Converter output current with an input current reference of 200 A.

![Converter output current with an input current reference of 300 A](image)

Fig. 14. Converter output current with an input current reference of 300 A.

![Converter output current with an input current reference of 400 A](image)

Fig. 15. Converter output current with an input current reference of 400 A.
The results obtained confirmed the correct behaviour of the proposed system.

The wave shape of the R-phase current upstream of the non-active three-phase rectifier is shown in Fig. 16. The value of the current peak is about 36A while the T period of the current wave is 20 ms, corresponding to a frequency of 50 Hz.

Fig. 16. Wave shape of the R-phase current drawn from the network.

The results of the FFT analysis applied to the phase current of Fig. 16 are shown in Fig. 17.

Fig. 15. Results of the FFT applied to the R-phase current drawn from the network.

The amplitude of the fundamental frequency and other harmonics are reported in table 1.

These results give rise to the following observations. The frequency of each subsequent harmonic is 100 - 200 Hz greater than the previous one, starting and proceeding alternatively from the fundamental frequency. As concerns amplitudes, the fundamental takes up a value of A/2, where A is the peak amplitude of the wave shape of the current drawn by the converter. The second harmonic takes up a value of A/2, the third harmonic A/3, the fourth harmonic A/4 and so on.

Finally, table 2 shows the efficiency of the proposed converter.

Table 1 Harmonic analysis of the current drawn from the supply network.

<table>
<thead>
<tr>
<th>Harmonic number</th>
<th>Frequency [Hz]</th>
<th>Amplitude [A]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50,000</td>
<td>17,2295</td>
</tr>
<tr>
<td>2</td>
<td>250,000</td>
<td>11,8556</td>
</tr>
<tr>
<td>3</td>
<td>350,000</td>
<td>8,2671</td>
</tr>
<tr>
<td>4</td>
<td>550,000</td>
<td>2,2196</td>
</tr>
<tr>
<td>5</td>
<td>650,000</td>
<td>1,4334</td>
</tr>
<tr>
<td>6</td>
<td>850,000</td>
<td>1,2213</td>
</tr>
<tr>
<td>7</td>
<td>950,000</td>
<td>0,7399</td>
</tr>
</tbody>
</table>

Table 2 Efficiencies of the four-stage converter for different values of the output currents.

<table>
<thead>
<tr>
<th>I_{out}[A]</th>
<th>P_{in}[W]</th>
<th>P_{out}[W]</th>
<th>η</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>321</td>
<td>1200</td>
<td>0,7</td>
</tr>
<tr>
<td>200</td>
<td>1714,28</td>
<td>2700</td>
<td>0,71</td>
</tr>
<tr>
<td>300</td>
<td>6857</td>
<td>5200</td>
<td>0,7</td>
</tr>
<tr>
<td>400</td>
<td>938,5</td>
<td>1875</td>
<td>0,7</td>
</tr>
<tr>
<td>150</td>
<td>1100,57</td>
<td>3675</td>
<td>0,7</td>
</tr>
<tr>
<td>250</td>
<td>1279,57</td>
<td>3675</td>
<td>0,7</td>
</tr>
<tr>
<td>350</td>
<td>2050,57</td>
<td>3675</td>
<td>0,7</td>
</tr>
</tbody>
</table>

5 Conclusions
A new type of an AC/DC high current converter composed of four stages was presented. The first stage performed an AC/DC conversion while the second and fourth stages employed a specific switching procedure performing a DC/AC and AC/DC conversions, respectively. The fourth stage was supplied by an electric transformation section which was actually the third stage. The inverter commuted with a 40 kHz carrier frequency, and a 6-phase star rectifier was connected downstream the transformer. Experimental laboratory tests on a converter prototype validated the correct behaviour of the new architecture. Also a harmonic analysis of the current drawn from the supply network was performed using the FFT algorithm, and finally the shapes of the recorded output currents were reported and discussed. The proposed system could be effectively employed in fields requiring very high DC currents, such as electric traction and electrochemical applications.
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