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Abstract. Personalized search has recently got significant attention in the web search. Accordingly, user’s 
intention of search is very important information to retrieval information in aspect of personalized Search. 
Although many personalized search and strategies have been proposed, the majority of web users are difficulty 
in retrieval information corresponding their search intention. In this paper, we present personalized search 
based on User Intention through the HPVM(Hierarchical Phrase Vector Model) to solve these problems using 
and machine learning methodology. Users can navigate through the prior user’s intention by their own needs. 
This is especially useful for various meaning and poor queries. By analyzing the results, we find out that there 
is an unique representation of user intention under different queries, contexts and users. Furthermore, we can 
find out that this knowledge is very important in improving personalized information retrieval  performance by 
filtering the results, recommending a new query, and distinguishing user’s characteristics. With this approach, 
search engines can provide more predictive information for Web searchers. Based on this approach, we 
developed a personalized search engine, HPS (Hierarchical Phrase Search). 
 
Key-Words: - Personalization, Information retrieval, Hierarchical phrase search, Support vector 
machine, Machine learning, Relevance feedback 
 
 
 
1 Introduction 
It is necessary that the majority of people in the 
world use World Wide Web, and search engines are 
developing as the main portal of the Web. Search 
engines are becoming as “tools” for retrieving the 
information, internet sites, and many other resources 
that people want on the web [1], [2]. Beyond their 
popularity, how are people using these web search 
engines? How can we determine what these people 
are seeking for? Search engines encounter problems 
such as query ambiguity and results ordered by 
popularity rather than relevance to the user’s 
individual needs. In fact, most of queries to search 
engines are short and ambiguous and users may 
have completely different information needs and 
goals under the same query. 

To solve these problems, there have been many 
strategies to improve search accuracy based on 
personalized information [3], [4], [5] [6], [7], [8]. 
Relevance Feedback (G. Salton and C. Buckley, 
1990) is the main method for automatically 
improving a system’s accuracy of individual needs. 
Relevance feedback has been proved to be effective 
for improving retrieval accuracy (G. Salton and C. 
Buckley, 1990; J. J. Rocchio, 1971). Therefore, we 

research the method to find out the searcher’s 
implication intention more easy and efficiently. 

It is possible to characterize many features of 
variation with a small number of dimensions that 
could be useful to represent a searcher’s intention. 
What’s needed is a unique criteria to be considered. 
Namely, different people find different relevant 
things depending on the characteristic of user and 
the context of retrieved results. For a given query, a 
personalized search can provide different results for 
different users or organize the same results 
differently for each user. 

It can be implemented on either the server side 
(search engine) or the client side (user’s computer). 
But server side implementation is not proper when 
performing expensive data mining algorithm and 
pattern recognition functions in real-time 
environment. A personalized search on the client 
side can be achieved by suggesting top-n 
representation of user’s intentions or researching 
new queries associated with query and result 
processing [Pitkow et al. 2002]. The result 
processing includes result filtering (such as removal 
of some results) and reorganizing (such as re-
ranking, clustering, and categorizing the results). 
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Research shows that relative preferences derived 
from immediately viewed documents are reasonably 
accurate on average (T. Joachims et al., 2005) and 
straight-forward click-based personalization 
strategies perform well.   

In this paper, we utilize the immediately clicked 
documents (6-10) by explicit relevance feedback. 
Those documents are   positive or negative to 
searcher’s intention [9]. Then our client side 
application find out every possible patterns 
hierarchically mined from advanced Set-based 
Vector Model, we named this as HPVM 
(hierarchical Phrase Vector Model) [10], [11], [12], 
[13]. Then the application learns patterns of 
hierarchical phrases from user’s positive and 
negative documents by means of SVM (Support 
Vector Machine) and returns most relevant phrase 
[14]. We use this information as personalized search 
criteria to filter the results, recommend a new query, 
and distinguish user’s characteristics [15]. 

 
The main contributions of this paper are as follows. 

 We propose the first Semantic Criteria for 
personalized search, which is fully adaptive to 
represent ambiguous user needs. This is an 
expansion of Set-based Vector Space Model, 
‘HPVM (Hierarchical Phrase Vector Space 
Model)’ to compensate the weakness of original 
vector space model. With these criteria, we can 
build each user’s profile based on user’s 
interaction with search engine from a tiny set of 
choices (about 3-5).  

 We have implemented and engineered a public 
prototype that includes all the features above on 
the client side. “Fig 1, 2” shows our prototype 
system. In this framework, searcher’s intentions 
from different query and content are gathered 
and system’s efficiency is evaluated in real-time 
environment.  

 We also find out that this methodology has high 
accuracy and effectiveness on different queries, 
users, and search contexts.  

The remaining sections are organized as follows. In 
Section 2, we discuss related works. We present a 
advanced Set-based Vector Model, HPVM and 
introduce how to score each Vector with SVM to 
extract the searcher’s intention in Section 3. In 
Section 4, we give a relevance-evaluation 
framework for personalized search. In Section 5 we 
discuss the query-set used in our experiments and 
detailed data statistics. Experimental results and 

analysis of this framework are presented in Section 
6. Future works are discussed in Section 7. 

 
2 Related Work 
Some of the existing researches capture users’ 
information need by exploiting query logs. For 
example, M. Speretta and S. Gauch (2005) build 
user profiles based on activity at the search site and 
study the use of these profiles to provide 
personalized search results. Some researches 
improve retrieval performance by exploiting users’ 
browsing history (F. Tanudjaja and L. Mu, 2002; M. 
Morita and Y. Shinoda, 1994) or Web communities 
(A. Kritikopoulos and M. Sideri, 2003; K. Sugiyama 
et al., 2004) Some researches utilize client side 
interactions, for example, K. Bharat (2000) 
automatically discovers related material on behalf of 
the user by serving as an intermediary between the 
user and information retrieval systems. Some latest 
researches combine several types of implicit 
feedback information. J. Teevan et al. (2005) 
explore rich models of user interests, which are built 
from both search-related information, such as 
previously issued queries and previously visited 
Web pages, and other information about the user 
such as documents and emails, the user has read and 
created.  

Our approach is to ask users to specify general 
intention. The user intention is distinguished from 
user’s interest in terms of time. Intention of a 
searcher exists very short time, about 1-3 minutes 
from issued time. The paradigm allows us to 
evaluate the contribution of different sources of 
information to the quality of personalization in 
different contexts and users. 
We take a relevance-feedback perspective on 
modeling personalization. Relevance feedback has a 
solid theoretical foundation and a long history of 
application to information retrieval. Our approach 
differs from standard relevance feedback in that it 
requires small number of explicit judgments. So a 
searcher’s effort can be minimized, and usefulness 
of system can be maximized. This method is 
distinguished from blind or pseudo-relevance 
feedback as they operate over a longer time frame 
than an individual query. To summarize, in our 
approach to Web search personalization, we use a 
wide range of implicit user activities over a long 
period of time to develop an implicit user profile. 
This profile is used to re-rank Web search results 
employing a relevance feedback framework. In our 
current approach, all profile storage and processing 
is done on the client machine. 
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Fig 1. User Intention-based personalized Search System 
 

Fig 2. Process of extracting user intention 
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2.1 Set-based Vector Space Model 
The set-based model is the first information retrieval 
model that exploits term correlations effectively, 
provides significant gains in precision, and has 
processing costs close to the costs of the vector 
space model, independently of the collection and 
query type considered. The model exploits the 
intuition that semantically related terms often occur 
close to each other by implementing a pruning 
strategy that restricts computation to proximate term 
sets.  

Set-based Vector Space Model automatically 
discovers phrases based on co-occurrence 
probabilities. But the gains are so small that they 
can’t be worth the cost of computation in server-side 
application. But there are some problems in Set-
Based Vector model. Each term’s order information 
with previous and next words is ignored in Set-
based Vector Model. Therefore we made advanced 
Set-based Vector Model which contains ordering 
information as shown in “Table 1” We named this 
as HPVM. With HPVM, the machine can 
understand human’s concept structure and natural 
language more easily and efficiently. 

Table 1. Comparison of Models 

 
When n-queries are issued, the feature amount is 

n in Vector Space Model, 2n-1  in the Set-based 
Vector Space Model, and 22n in HPVM. To compute 
term-sets, we propose an effective algorithm based 
on association rules theory [Agrawal et al. 1993]. 
Association rules are interesting because they 
provide all the elements of the TF × IDF scheme in 
an algorithmically efficient and parameterized way. 
 
 
2.2 SVM 
The theory and algorithm about SVM are originally 
established by Vapnik (1998) and have been applied 
to solve many practical problems since 1990s. SVM 
benefits from two good ideas: maximising the 
margin and the kernel trick. These good ideas can 

guarantee high testing accuracy of classifiers and 
overcome the problem about curse of dimensionality.  

Designing effective schemes for term weighting is a 
critical step in a search system if improved ranking 
is to be obtained. However, finding good term 
weights is an ongoing challenge. In this work we 
propose a new term weighting schema that leads to 
improved ranking and is more practical through the 
information of user’s choices. However, it is 
generally accepted that exploitation of the 
correlation among index terms in a document might 
be used to improve retrieval effectiveness with 
general collections. In fact, distinct approaches that 
take term co-occurrences into account have been 
proposed over time [Wong et al. 1985, 1987; van 
Rijsbergen 1977; Harper and van Rijsbergen 1978; 
Raghavan and Yu 1979]. All these approaches 
suffer from a common drawback; they are too 
inefficient computationally to be of value in practice. 

In this paper, we propose a new scheme for 
computing index term weights that takes into 
account patterns of term co-occurrence and is 
efficient enough to be of practical value with SVM. 
Moreover, they naturally provide for the 
quantificational information of user’s ambiguous 
selection from patterns of term co-occurrence. 

Many learning models make use of the idea that 
any learning problem can be made easy with the 
right set of features. The trick, of course, is 
discovering that “right set of features,” which in 
general is a very difficult thing to do. SVM are 
another attempt at a model that does this. The idea 
behind SVM is to make use of a (nonlinear) 
mapping function.  

 
  Transforms data in input space to data in feature 
space in such a way as to render a problem 
linearly separable. The SVM then automatically 
discovers the optimal separating hyper plane  

  SVM are rather interesting in that they enjoy 
both a sound theoretical basis as well as state-of-
the-art success in real-time applications. 

Nonlinear Support Vector Machine (SVM) has 
been widely used in many applications, like text 
categorization determining the right parameters of 
such functions is not only computationally 
expensive, the resulting models are also susceptible 
to over fitting when the number of training 
examples is small. The quality of approximation by 
F can be measured by various objective functions.  
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3 Extract User Intention 
3.1 Hierarchical Phrase Vector Model 
In this section, we introduce the concept of term-
sets as a basis for modeling dependences among 
index terms in the set-based model. HPS uses an 
innovative bottom-up hierarchical mining algorithm 
whose aim is to construct a hierarchical phrase. The 
HP Procedure is a discovery of useful linguistic 
patterns. 

Definition 3.1. Let T = {k1, k2, …, kt } be the set of t 
unique terms that appear in document C. There is a 
total ordering among the vocabulary terms, which is 
based on the lexicographical order of terms, so that 
ki < ki+1, for 1≤i ≤t−1. 

Definition 3.2. Let Minimum Frequency MF = {mf1, 
mf2, ,… ,mfn} be the minimum frequency of each 
term-set, where n is level. This value is used for 
pruning term-set. If term-set p’s level j and the 
frequency is  p.f, then p.f > mfj. 

Definition 3.3. Let P-n be level-n term-set, P-1 = T, 
P-2={[k1,k2], [k2,k1],…, [km,kn]} is a level-2 set of 
terms, where n is level.  

Definition 3.4. Relation Concept-Reachable be pk-
m≈pl-n, where pk and pl are term-sets from P, and m, 
n is level where m≠n, |m-n|≥1 and of each term-set. 
This relation is symmetric. 

(pk-m ≈ pl-n ) = (pl-n ≈ pk-m)  

Definition 3.5. Relation Concept-Connected be pk-m 
» pl-n, where pk and pl are term-sets from P, and m, n 
is level where m<n, n-m=1 and of each term-set. 
This relation is asymmetric. 

(pk-m » pl-n )  

sgmlsgml markupmarkup languagelanguage

markup languagemarkup language extensible markupextensible markup language xmllanguage xmlgeneric generic sgmlsgml

extensible markup languageextensible markup language markup language xmlmarkup language xml

extensible markup language xmlextensible markup language xml

sgmlsgml markupmarkup languagelanguage

markup languagemarkup language extensible markupextensible markup language xmllanguage xmlgeneric generic sgmlsgml

extensible markup languageextensible markup language markup language xmlmarkup language xml

extensible markup language xmlextensible markup language xml
Fig 3. Concept Graph of ‘xml’ 

For example, when query ‘xml’ is issued, “Fig 3” 
shows a hierarchical construction process. This 
inductive step of the bottom-up hierarchical 
construction process consists of three main phrases: 
preprocessing, term-counting and pruning by MF. 
After the pruning, the remaining phrases provide the 
next level upon which the bottom-up process is 
repeated again. The process is stopped after that n 
levels have been built (a deeper hierarchy would not 
be necessary).  

 

 
Fig 4. Hierarchical Phrase Generating Algorithm 

 

Let G = (V;E) denote the concept graph, where V is 
the term-set In P and E is a directed edge of rule 
concept-connected; For a vector v, v(p) denotes 
term-set p, the p-th component of v. The magnitude 
of a vector v is defined to be Wi, where i=1, 2, …, p. 
In this paper, vector magnitudes are always in [0; 1]. 
In an implementation, a vector may be represented 
as a list with its nonzero weight and level is 4 and 
MF = {2,1,2,2}. Details of the Hierarchical Phrase 
Generating algorithm are presented in “Fig 4”. 

Each term-set is represented as hierarchical 
phrase. And Hierarchical Phrase Generating 
Algorithm is as follow; let P-n be a set of phrase of 
q level n, P-1 be a set of 1-termsets T, the level is 
1,2,3,4 and D is an array document array with the 
length m spitted by blank space. 
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3.2 SVM Weight  
To successfully identify intention of searcher in 
retrieved results, it was necessary to associate 
queries with the intention of the user, rather than 
relying on the exact query string being repeated.  

Figure 5. SVM Architecture 

Figure 6. SVM –Weight Generation Algorithm 

VSM is vulnerable with spamming because of using 
term-frequency. Instead of counting each term’s 
frequency like VSM we are interested in extracting 
each term-sets’ weights from pattern of user’s 
choice. The SVM architecture and SVM-Weight 
Generation Algorithm using 3 object is shown in 
“Fig 5, 6”.  

We modeled user’s choices as two type; positive 
and negative as +1 and -1. This view point of 
modeling enables us to determine each term-set’s 
weight mathematically from hyper plane. 
Furthermore accuracy of searcher’s choices can be 
gathered from hyper plane’s error rate.  

SVM training task consists of the following 
Quadratic Programming (QP) dual formulation: 

maximize : ∑ ∑
= =
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where scalar b(bias) and vector of alphas α  (of 
length o) are the variables determined by the above 
QP optimization problem. Where o is the number of 
training examples, t is the number of term-set, yi is 
the label (+1 for positive example, −1 for negative) 
for the ith training example (xi), and Φ (xi, xj) 
denotes the value of the SVM mapping function for 
ith and jth examples.  

The output distribution of the SVM, for any 
example x is computed by:  
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And Error rate is computed by :  
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     (4) 

 

To evaluate performance of SVM, we made three 
scheme as follow;  

 
 2 object SVM  
 3 object SVM (positive enhanced) 
 3 object SVM(negative enhanced) 
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3.3 Identifying Intention Automatically 
In order to identify intention of the searchers, we 
must leverage an increased knowledge of user 
behavior, especially efforts to extract concept 
structure from choices of searcher and weight each 
structure. The following are our priority of 
identifying user’s web search Intention: (1) SVM 
Weight, (2) Level of structure, (3) Length of 
structure. 
. 
 
4 System Design and Case Study 
4.1 System Design 
In this section, we present our experimental system 
HPS, which is based on the popular Web search 
engine Google. HPS has four main components: 
Result retrieval component, Feature weighting 
component, User hp store Component, User 
interaction component, Result clustering / re-
ranking component. The architecture is shown in 
“Fig 7”. 
 

HPHP--User top n HPUser top n HP
Feedback KnowledgeFeedback Knowledge

QueryQuery--HPHP
Feedback KnowledgeFeedback Knowledge

Retrieved Results

MainMain
ComponentsComponents

Google

HPS
(Server)

Results Buffer

Query, Selection

•• RerankedReranked ResultsResults
•• Recommend new queryRecommend new query

HPS
(Client)

TimeTime--sequentialsequential
HP DatabaseHP Database

•• Result retrieval ComponentResult retrieval Component
•• Feature Weighing ComponentFeature Weighing Component
•• User HP store ComponentUser HP store Component
•• User select buffering ComponentUser select buffering Component
•• Result Clustering/Result Clustering/RerankingReranking
ComponentComponent

HPHP--User top n HPUser top n HP
Feedback KnowledgeFeedback Knowledge

QueryQuery--HPHP
Feedback KnowledgeFeedback Knowledge

Retrieved Results

MainMain
ComponentsComponents

Google

HPS
(Server)

Results Buffer

Query, Selection

•• RerankedReranked ResultsResults
•• Recommend new queryRecommend new query

HPS
(Client)

TimeTime--sequentialsequential
HP DatabaseHP Database

•• Result retrieval ComponentResult retrieval Component
•• Feature Weighing ComponentFeature Weighing Component
•• User HP store ComponentUser HP store Component
•• User select buffering ComponentUser select buffering Component
•• Result Clustering/Result Clustering/RerankingReranking
ComponentComponent

Fig 7. System Framework of HPS 
 

The result retrieval component runs in 
backgrounds and retrieves results from search 
engine. When the query has been issued, result 
retrieval component uses the keywords to continue 
retrieving 500 results within 2 seconds. The user 
interactions component can handle three types of 
basic user actions: (1) submitting a query; (2) 
clicking to view a search result as positive and 
negative, (3) clicking the generated ‘User intention’. 
The Feature weighting component responds with: 
(a) exploiting and extracting representative term-
sets by HPVM in 3 seconds; (b) weighting term-sets 
by SVM from explicit feedback information in a 
second; (c) sending the identified user intention. The 
Result clustering / re-ranking component performs 

clustering by generated user intention and re-rank 
retrieved result. The User HP store Component store 
user Intention to local repository, when re-ranked 
results are presented to user. By re-ranking the 
result, the unseen search results and expanding the 
original query. Each component is implemented to 
meet the time requirement. 

 
4.2 Sample Intention from a query 
Users issued the same query ‘markup language’, but 
they visit a potentially disjoint set of retrieved 
results. We recruited 25 participants, all of which 
were KNDU postgraduate students, mostly from 
majors in the computer sciences. Their mean age 
was 28.4 years. In this section, we observed what a 
user’s intention can be extracted.  

System parameters are as follows: 
 Query :  ‘markup language’ 
 Retrieved results : 434 items 
 Tested user : 25 
 MF = {2,1,3,3} 
 Maximum SVM Error Rate : 20% 

The participants were offered that they should 
have one intention as topic for positive selection. 
They randomly select various type of intentions like 
“Fig 8”. Much of them select relevant as ‘extensible 
markup language’, and ‘hypertext markup language’, 
and ‘wikipedia’. At the end of intention generating 
procedure, participants we asked correctness of 
phrase that contains searcher’s intention. The 
accuracy was about 96% among 216 selections. 

Fig 8. User Intentions of query ‘markup language’ 

In “Table 2” we present the results of each user’s 
choices that include positive and negative when we 
assume that user’s Intention is ‘hypertext markup 
language’. These results indicate there is unique 
representation of semantic structure from different 
users under different contexts. Our application is 
effective under 10 choices because the execution 
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time is under 2 seconds. This responsibility is 
reasonable for many users.  
 

Table 2.  Intention of ‘hypertext markup language’ 

 
 

Table 3. Discovery of useful linguistic patterns 

 

4.3 Same Intention from many queries 
For this research questions, we qualitatively 
analyzed samples of queries from Web search 
engine title and snippets in order to identify 
characteristics of queries. For the analysis, we 
selected random samples which can involve same 
search intention and manually selected 10 queries. 
We then derived characteristics for each concept 
structure that would serve to define the searcher’s 
intention. 

 Same Participants 
 Query : {‘markup language’, ‘extensible markup 
 language’, ‘xml’, ‘html’, ‘sgml’, ‘language’, 

‘xsl’, ‘xpath’, ‘xquery’, ‘w3c’} 
 Retrieved results : 450-500 items for each query. 

There are many searchers’ Intentions generated by 
HPVM and SVM. “Table 3” shows collaboratly 
extracted User Intentions and the coverage of each i.  
Furthermore there is same intention ‘xml’ from 
these 10 queries. 
 
 
5 Experimental Setup 
In this section, we will demonstrate that we can 
perform our Hierarchical Phrase Search System by 
applying machine learning to a set of features. To 
examine the usefulness of our system, we created an 
evaluation collection by having 25 participants 
evaluate the top 500 Web search results for 
approximately 10 self-selected queries each. Web 
search results were collected from Google Search. 
For each search result, the participant was asked to 
determine whether they found the result relevant, or 
not relevant to the query. So as not to bias the 
participants, the results were presented in a random 
order. We first discuss the query selection and the 
scheme of training process. 
 
 
5.1 Query Selection 
By allowing the participants to decide whether or 
not they wanted to evaluate a particular query, we 
sought to provide them with a query and associated 
results that would have some meaning for them.  

Simple 50 Words like {capital, data, java, jaguar, 
organ, search, plant, seal, suit, web, …} have 
multiple meaning according to context. These words 
are ambiguous than  abbreviation words. 

Abbreviation 50 Words like { dns, ftp, lan, irc, 
www, smtp, udp, crm, un, usa, nato, asem, xml, rfid, 
vrml, …} have an unique meaning regardless of 
context. 

WSEAS TRANSACTIONS on CIRCUITS AND SYSTEMS GunWoo Park, JinGi Chae,
 Dae Hee Lee and SangHoon Lee

ISSN: 1109-2734 273 Issue 4, Volume 7, April 2008



User Selected 100 Queries. Each user selected 
4 queries with their own intentions. 
 

 
5.2 SVM Scheme 
In particular we observe users on their way through 
the web site and assign positive and negative scores 
to their actions. With this data, we would like to 
discover a simple SVM that accurately discriminates 
the two classes. Since the data is linearly separable, 
we can use a linear SVM (that is, one whose 
mapping function ( ) is the identity function). To 
select best Linear SVM scheme, we tested 3 
different ways. And each mapping function as 
follows; 

Φ

  2 Object SVM   

( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) 1

1

222211

122111

+=Φ⋅Φ+Φ⋅Φ
−=Φ⋅Φ+Φ⋅Φ

ssss
ssss

αα
αα                  (5) 

  3 Object SVM (positive enhanced) 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) 1

1
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333322311

233222211

133122111
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+=Φ⋅Φ+Φ⋅Φ+Φ⋅Φ
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     (6) 

  3 Object SVM (negative enhanced) 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) 1

1
1

333322311

233222211

133122111
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6 Evaluation Result 
We performed experiments using search engine 
‘Google’ in real environment. Each web retrieved 
containing 500 result pages. Automatic 
identification of user intent from these web pages 
also has important implications in building 
intelligent conversational QA systems. For example, 
if Confirming is identified during interaction, then 
the system can automatically collect the positive-
negative pairs for potential future use. If Canceling 
is identified, the system may put aside the selection 
that has not been correctly answered and proactively 
come back to previous step later after more 
information is gathered. We will investigate these 
strategies while interact with users.  

System setting is as follows; 
  System collects top-20 Hierarchical Phrase at 

each query, which contains intention of 
searcher. 

  For each User-Intention, every queried word is 
mapped. 

  User Profile is made from 100 previous 
intentions in client side repository. 

  Queries are 50 Ambiguous words, 50 
Abbreviation words, and user selected 100 
Queries. 

  Testing Period is an week, 2007-07-09. 

 
 
6.1 Top 10 F-score measurements 
The F-score is a standard evaluation metric which 
balances between precision and recall 
measurements; Since both recall and precision are 
important for evaluating HPS systems, we combine 
them and compute the standard F-score;  

F = 2(1/P + 1/R)                                                     (8) 
 

Table 4.  Table Score Measurement 

 

 

In Table 4 we present  top 10 F-score 
measurements.  SVM-3O Positive enhanced scheme 
was out performed in “Fig 9, 10”, about 21% f-
score improvement than the performance of google.   

 

Fig 9. SVM scheme comparison 
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Fig 10. Improvement of F-Score according to each SVM 

 
6.2 Conceptual Independency 

We manually classified 200 queries as 4 types 
below to know how much effects a query have; 

  Query Level 1 like {‘search’} 
  Query Level 2 like {‘web search’} 
  Abbreviation words with more than 3 words like 

{‘nato’} 

 Query Level 3 like {‘web search engine’} 
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Query level3

Fig 11. Conceptual Impendency Increase 

“Fig 11” show that the number of hierarchical 
phrase increases as the query level are increasing in 
proportion to n2. Our model using hierarchical 
phrase recognize 4 level has very remarkable 
performance than other existing models. 

 
6.3 Execution Time 
We evaluate the efficiency of our system with a 
modest machine (Intel Pentium Core2 duo 2.16 GHz, 
4GB memory). The system is implemented in the 
php & actionscript language. We cached the 

retrieved results of top 500 URLs and snippets for 
reducing the time cost of database accesses. The 
average time of processing 10 choices of a user is 
1.3 sec. 
 
7 Conclusion and Futurework 
Our main contributions can be concluded as 
follows:  

  The proposal to study the problem of identifying 
ambiguous intentions of searcher. 
  The proposal of the effective algorithm –      
Hierarchical Phrase Generating, SVM with 
3Object positive enhanced.  
  The proposal of Building User-Profile using HP. 
  Client-side implementation of HPS and 
operational qualification of 6 components.  

Personalized search opens the door to a new set of 
challenges and opportunities. One difficult problem 
is modeling a user’s changing interests and 
intentions over time. In order for Web search 
engines to continue to improve, they must leverage 
an increased knowledge of user behavior, especially 
efforts to understand the underlying intention of the 
searchers. This makes it a viable solution for Web 
search engines to classify user intent based on user 
intention-based personalizing strategy. Additionally, 
the larger data set provides more accurate 
percentages of user intent classification than smaller 
mostly manual studies.  

In the future, we will conduct more user studies for 
evaluating the effectiveness of our algorithm since 
browsing problem need more consideration in the 
view of user. Further more, we are going to 
automate the process that system divides query set 
into positive and negative set. And then we are 
going to reduce the unnecessary effort of web user 
through this automation system.  
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