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Abstract – In this paper, a new fast algorithm for dental diseases detection is presented. Such algorithm relies on 
performing cross correlation in the frequency domain between input image and the input weights of fast neural 
networks (FNNs). It is proved mathematically and practically that the number of computation steps required for 
the presented FNNs is less than that needed by conventional neural networks (CNNs). Simulation results using 
MATLAB confirm the theoretical computations. One of the limitations of Direct Digital Radiography (DDR) is 
noise. Some recent publications have indicated that Digital Subtraction Radiography (DSR) might significantly 
aid in the clinical diagnosis of dental diseases, once various clinical logistic problems limiting its widespread use 
have been over come.  Noise in digital radiography may result from sources other than variation in projection 
geometry during exposure. Structure noise consists of all anatomic features other than those of diagnostic 
interest. Limitations of plain radiographs in detecting early, small bone lesions are also due to the presence of 
structure noise. This research work has been under - taken in an attempt to minimize structure noise in digital 
dental radiography by using digital subtraction radiography. By minimizing the structure noise, the validity of 
the digitized image in detecting diseases is enhanced.  

Keywords— Direct digital radiography, structure noise, dental bone lesions, digital subtraction radiography, fast 
neural networks, cross correlation. 

I. Introduction 
The dental radiographic image [1] is an essential 
appliance for the diagnosis of periapical bone lesions. 
These are pathological processes situated at or 
surrounding the apex of a tooth accompanied with 
local resorption of bone. Detection and interpretation 
of the radiographic features leading to a diagnosis is 
carried out by human observers. Because this 
introduces subjectivity in the results, a high degree of 
variability might be expected. Several investigations 
have not only confirmed this interobserver 
variability, but also revealed the intraobserver 
variability. This means that an observer does not 
always draw the same conclusions at different 
occasions [2-5]. 

The aim of this research is to develop a computer 
aided detection technique for periapical bone lesions. 
The purpose of computerizing the procedure is to 
make maximum use of the radiologic features, to 
objectify detection process, and ultimately to enable 
bone lesions to be assessed quantitatively. It 
described an application of digital image analysis for 
the description of periapical bone lesion in dental 
radiography. These techniques enable the problem of 
observer variability to be circumvented, and can 
eventually be used for the quantitative assessment of 
bone lesions [8-11]. Since periapical bone lesions 
appear radiographically as dark are as compared with 
their surrounding tissues, an edge-detection method 

is developed to extract the boundaries between 
anatomy and pathology. The original data are 
transformed in such a way that only the outlines 
remained. The lesion is assumed by a continuous 
outline, so all the contour points not being part of a 
continuous outline are excluded. With only limited 
operator interaction, the lesion contour could be 
projected successfully onto the original image. The 
result of this operation is a simplified diagnostic 
examination process promising a higher degree of 
objectivity in periapical bone lesion detection. It is 
concluded that the results encourage further 
development of image processing techniques suitable 
for the definitive detection and diagnosis of 
periapical bone lesions [12-15]. We are tried by 
image processing and matlab program to calculate a 
first derivative of the next equations, denoted the 
derivative image and by using this method, we could 
remove structure noise in original image. Description 
of technical method and implementation of derivative 
formulation are shown respectively later.  

II.  Materials and Methods 
Since improvement of overall image quality would 
automatically help to detect specific structures [1], in 
this study two assumptions are made: 1) a periapical 
bone lesion is considered dark in relation to its 
surroundings, 2) the outline of a periapical bone 
lesion is a closed contour. These assumptions imply a 
search for edges, in this case defined as boundaries 
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between two regions with different mean gray levels. 
Usually we have to deal with smooth changes in gray 
level, with different kinds of noise superimposed. 

Edge detection is carried out by calculating a 
derivative function in eight directions [6] , [7]. 
Considering g (i, j) as the original data, the 
convolution function to calculate a first derivative is 
given by : 
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Where g (i , j) denotes the original image and g' (i , j) 
the derivative image; i and j are pixel coordinates in a 
rectangular coordinate system. 

This procedure resulted in high values (bright pixels) 
for regions with great gray level changes, and low 
values (dark pixels) for more homogeneous regions. 
Next the picture is segmented into a binary image. 
The chosen threshold (T) is the mean gray level of 
the processed image (2): 
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The result of this operation is a binary image which 
shows a pattern roughly resembling the contour of 
the bone lesion being sought. When the contour of 
the presumed lesion is not continuous, the operator is 
required to indicate two points in the bright area, one 
on each side of a gap in the lesion contour, after 
which the gap is closed by finding a path of 
maximum values between those two points. 

For testing the procedure, different endodontic 
radiographs with visible periapical bone lesions are 
selected. They are analyzed as described above, and 
the results are judged by comparison with direct 
observation of the original image. To test the 
reproducibility, a single image is analyzed many 
times, subsequently introducing three variables: 

1. Repeated analysis of the same digitize image, 

2. Repeated digitization and analysis with 
repositioning, and 

3. Repeated digitization and analysis with 

repositioning. Repositioning is done by taking the 
radiograph from light box, and putting it back again 
in place in a reproducible way. 

Because the relationship between gray level changes 
due to anatomical structures and due to pathological 
structures is not always favorable, the outline of the 
lesion contour is not always continuous. Although 
the remaining gaps usually are not very big, more 
specific features for distinguishing periapical lesions 
could reduce the problem, and with that the role of 
the operator will be reduced too. Further research 
should aim at this subject. Considering the results of 
the repeated analysis of a single radiograph, the main 
influencing variables are the effect of operator 
interaction, and the inherent characteristics resulting 
from the imaging system. Although the influence of 
the operator is small already, the detection method 
should reduce this influence to a minimum. It is 
concluded that the procedure may provide a more 
quantitative and reproducible assessment of 
periapical lesions than conventional interpretation of 
radiographs. Radiographic information can be used 
more effectively, while inter- and intraexaminer 
variability can be reduced. 

Further investigations will focus on : 

1- The development of methods of image processing 
which encompass the relationship between volume 
and area, as well as the relationship between 
radiographic and real extent of periapical lesions, and 

2- The sensitivity and specificity of the procedure 
when applied to clinical radiographs, compared with 
observers. 

III. Enhancing Dental Image by 
Computing  its Derivative  

The derivative of the original image is resulted in 
high values (bright pixels) for regions with great gray 
level changes, and low values (dark pixels) for more 
homogeneous regions. The structure noise region in 
original image has a great gray level (bright pixels), 
after derivative original image, the bright pixels 
become dark pixels, therefore the structure noise is 
removed.   

Edge detection [6] is an important problem in 
recognition of objects in images. When the edge 
detector is applied to an image, a picture is obtained 
consisting of edge points. Several general operations 
can be performed on this edge picture such as 
thinning of edges, tracing edge segments, joining 
edges, and so on. Algorithms are given that perform 
those operations. To show the power of the edge 
detector, an experiment is described in which rib 
boundaries are extracted in chest X-ray photographs. 

A new edge detection system [7] is described, which 
is suitable for combining  the detection and coding of 
visually significant edges in natural images. The 
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edges are defined as amplitude discontinuities 
between different regions of an image. The edges are 
defined as amplitude discontinuities between 
different regions of an image. The edge detection 
system makes use of 3 x 3 compass gradient masks, 
which are well suited for digital implementation. 
Edge angles are quantized to eight equally spaced 
directions, suitable for chain coding of contours. Use 
of an edge direction map improves the simple 
thresholding of gradient modulus images. 

The concept of local connectivity of the edge 
direction map is useful in improving the performance 
of this method as well as other edge operators such as 
Kirsch and Sobel. The concepts of an "edge activity 
index" and a "locally adaptive threshold" an 
introduced and shown to improve the performance 
even further. In recent years, computed radiography 
(CR), which provides direct digital acquisition of X-
ray images, has been developed and widely accepted. 
Conventional radiographs have had problems in 
image data production and transfer, but a CR 
technique has resolved some of these limitations, 
although image quality apparently is inferior to that 
of conventional radiographs.[8-15]. 

Digital subtraction radiography scheme established 
for aligning clinical in vivo radiographs based on the 
implementations of an automatic geometric 
registration method and a contrast correction 
technique [16-18]. Matrix inversion tomosynthesis 
(MITS) uses linear systems theory, along with a 
priori knowledge of the imaging geometry, to 
deterministically distinguish between true structure 
and overlying tomographic blur in a set of 
conventional tomosynthesis planes[19,20]. Cone 
beam computed tomography (CBCT), which 
provides a lower dose, lower cost alternative to 
conventional CT, is being used with increasing 
frequency in the practice of oral and maxillofacial 
radiology [21].  

Matlab program is used to verify every term and to 
indicate the maximum of all terms in Eq. 1 and the 
threshold chosen (T) in Eq. 2. After inserting the 
original image shown in Fig. 1  in the Matlab 
program, the final image shown Fig. 3 after 
derivative became a very clear image, and rendered 
edge detection of the lesion more sharp because 
structure noise is removed. Fig. 2 and Fig. 4 show  
histogram of original image and the final image 
respectively intensity of gray level at (x) axis and 
number of pixels at (y) axis. 

IV.  Fast Dental Diseases Detection by 
using Neural Networks and Cross 

Correlation in the Frequency Domain  
First neural networks are trained to classify sub-
images which contain diseases from those which do 
not and this is done in the spatial domain. In the test 

phase, each sub-image in the input image (under test) 
is tested for the presence or absence of diseases. At 
each pixel position in the input image each sub-
image is multiplied by a window of weights, which 
has the same size as the sub-image. This 
multiplication is done in the spatial domain. The 
outputs of neurons in the hidden layer are multiplied 
by the weights of the output layer. When the final 
output is high this means that the sub-image under 
test contain diseases and vice versa. Thus, we may 
conclude that this  searching problem is cross 
correlation in the spatial domain between the image 
under test and the input weights of neural networks.   
       
In this section, a fast algorithm for detecting diseases 
based on two dimensional cross correlations that take 
place between the tested image and the sliding 
window (20x20 pixels) is described. Such window is 
represented by the neural network weights situated 
between the input unit and the hidden layer. The 
convolution theorem in mathematical analysis says 
that a convolution of f with h is identical to the result 
of the following steps: let F and H be the results of 
the Fourier transformation of f and h in the frequency 
domain. Multiply F and H in the frequency domain 
point by point and then transform this product into 
spatial domain via the inverse Fourier transform 
[22,24]. As a result, these cross correlations can be 
represented by a product in the frequency domain. 
Thus, by using cross correlation in the frequency 
domain a speed up in an order of magnitude can be 
achieved during the detection process [22].     
  
In the detection phase, a sub-image X of size mxz 
(sliding window) is extracted from the tested image, 
which has a size PxT, and fed to the neural network. 
Let Wi be the vector of weights between the input 
sub-image and the hidden layer. This vector has a 
size of mxz and can be represented as mxz matrix. 
The output of hidden neurons hi can be calculated as 
follows:  
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where g is the activation function and bi is the bias of 
each hidden neuron (i). Eq. 3 represents the output of 
each hidden neuron for a particular sub-image I. It 
can be computed for the whole image Ψ as follows: 
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Eq.(4) represents a cross correlation operation. Given 
any two functions f and g, their cross correlation can 
be obtained by [24]: 
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Therefore, Eq.(4) can be written as follows [22]: 

( )ibΨiWgih +⊗=                       (6) 

where hi is the output of the hidden neuron (i) and hi 
(u,v) is the activity of the hidden unit (i) when the 
sliding window is located at position (u,v) in the 
input image Ψ and (u,v)∈[P-m+1,T-n+1].  
Now, the above cross correlation can be expressed in 
terms of the Fourier Transform: 

( ) ( )( )iW*FF1FΨiW Ψ •−=⊗          (7) 

(*) means the conjugate of the FFT for the weight 
matrix. Hence, by evaluating this cross correlation, a 
speed up ratio can be obtained comparable to 
conventional neural networks. Also, the final output 
of the neural network can be evaluated as follows:  
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where q is the number of neurons in  the hidden 
layer. O(u,v) is the output of the neural network when 
the sliding window located at the position (u,v) in the 
input image Ψ. Wo is the weight matrix between 
hidden and output layer. 
     
 The complexity of cross correlation in the frequency 
domain can be analyzed as follows: 

1. For a tested image of NxN pixels, the 2D-FFT 
requires a number equal to N2log2N2 of complex 
computation steps. Also, the same number of 
complex computation steps is required for computing 
the 2D-FFT of the weight matrix for each neuron in 
the hidden layer.  
2. At each neuron in the hidden layer, the inverse 2D-
FFT is computed. So, q backward and (1+q) forward 
transforms have to be computed. Therefore, for an 
image under test, the total number of the 2D-FFT to 
compute is (2q+1)N2log2N2. 
3. The input image and the weights should be 
multiplied in the frequency domain. Therefore, a 
number of complex computation steps equal to qN2 
should be added.  
4. The number of computation steps required by the 
fast neural networks is complex and must be 
converted into a real version. It is known that the two 
dimensional Fast Fourier Transform requires 
(N2/2)log2N2 complex multiplications and N2log2N2 
complex additions [23]. Every complex 
multiplication is realized by six real floating point 
operations and every complex addition is 

implemented by two real floating point operations. 
So, the total number of computation steps required to 
obtain the 2D-FFT of an NxN image is: 

ρ=6((N2/2)log2N2) + 2(N2log2N2)             (9) 

which may be simplified to: 

ρ=5N2log2N2                        (10) 

Performing complex dot product in the frequency 
domain also requires 6qN2 real operations. 
5. In order to perform cross correlation in the 
frequency domain, the weight matrix must have the 
same size as the input image. Assume that the input 
object has a size of (nxn) dimensions. So, the search 
process will be done over sub-images of (nxn) 
dimensions and the weight matrix will have the same 
size. Therefore, a number of zeros = (N2-n2) must be 
added to the weight matrix. This requires a total real 
number of computation steps = q(N2-n2) for all 
neurons. Moreover, after computing the 2D-FFT for 
the weight matrix, the conjugate of this matrix must 
be obtained. So, a real number of computation steps 
=qN2 should be added in order to obtain the 
conjugate of the weight matrix for all neurons.  Also, 
a number of real computation steps equal to N is 
required to create butterflies complex numbers        
(e-jk(2Πn/N)), where 0<K<L. These (N/2) complex 
numbers are multiplied by the elements of the input 
image or by previous complex numbers during the 
computation of the 2D-FFT. To create a complex 
number requires two real floating point operations. 
So, the total number of computation steps required 
for the fast neural networks becomes: 

σ=(2q+1)(5N2log2N2) +6qN2+q(N2-n2)+qN2 +N (10) 

which can be reformulated as: 

σ=(2q+1)(5N2log2N2) +q(8N2-n2) +N            (12) 

6. Using a sliding window of size nxn for the same 
image of NxN pixels, q(2n2-1)(N-n+1)2 computation 
steps are required when using traditional neural 
networks for object detection process. The theoretical 
speed up factor η can be evaluated as follows: 

   N )2n-2q(8N )2N2log21)(5N(2q

 2 1)n-1)(N-2q(2n
η

+++

+
=    (13) 

The theoretical speed up ratio Eq. 12 with different 
sizes of the input image and different in size weight 
matrices is listed in Table 1. Practical speed up ratio 
for manipulating images of different sizes and 
different in size weight matrices is listed in Table 2 
using 2.7 GHz processor and MATLAB ver 5.3. An 
interesting property with FNNs is that the number of 
computation steps does not depend on either the size 
of the input sub-image or the size of the weight 
matrix (n). The effect of (n) on the number of 
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computation steps is very small and can be ignored. 
This is in contrast to CNNs in which the number of 
computation steps is increased with the size of both 
the input sub-image and the weight matrix (n). 

V. Conclusion 
A new fast algorithm for dental diseases detection 
has been presented. This has been achieved by 
performing cross correlation in the frequency domain 
between input image and the input weights of fast 
neural networks (FNNs). It has been proved 
mathematically and practically that the number of 
computation steps required for the presented FNNs is 
less than that needed by conventional neural 
networks (CNNs). Simulation results using 
MATLAB has confirmed the theoretical 
computations. In addition, it has been shown that 
after removing structure noise, digital radiographs 
increased diagnostic accuracy over digital 
radiography with structure noise. Removing structure 
noise  offered a superb method of diagnosing 
periapical lesions affecting dental structures and 
clearly demonstrated any effects on the teeth and 
surrounding vital structures. The human errors 
inherent with visual interpretation of dental diseases 
from images will be minimum due to increasing the 
image characteristics after noise removal. This is a 
step forward in achieving accurate diagnosis as well 
as increasing the utility of digitized radiographs in 
providing qualitative and quantitative information 
concerning the investigated diseases.   
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Fig. 1. Original image with structure noise. 
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                  Fig. 2. Histogram of the original image. 
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Fig. 3. Final image of original image after removing structure noise. 
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       Fig. 4. Histogram of final image. 

 

 
Table 1 

 The Theoretical Speed up Ratio for Images with Different Sizes. 

Image size Speed up ratio (n=20) Speed up ratio (n=25) Speed up ratio (n=30) 

100x100 3.67 5.04 6.34 
200x200 4.01 5.92 8.05 
300x300 4.00 6.03 8.37 
400x400 3.95 6.01 8.42 
500x500 3.89 5.95 8.39 
600x600 3.83 5.88 8.33 
700x700 3.78 5.82 8.26 
800x800 3.73 5.76 8.19 
900x900 3.69 5.70 8.12 

1000x1000 3.65 5.65 8.05 
1100x1100 3.62 5.60 7.99 
1200x1200 3.58 5.55 7.93 
1300x1300 3.55 5.51 7.93 
1400x1400 3.53 5.47 7.82 
1500x1500 3.50 5.43 7.77 
1600x1600 3.48 5.43 7.72 
1700x1700 3.45 5.37 7.68 
1800x1800 3.43 5.34 7.64 
1900x1900 3.41 5.31 7.60 
2000x2000 3.40 5.28 7.56 
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Table 2 
Practical Speed up Ratio for Images with Different Sizes using MATLAB Ver 5.3. 

Image size Speed up ratio (n=20) Speed up ratio (n=25) Speed up ratio (n=30) 

100x100 7.88 10.75 14.69 
200x200 6.21 9.19 13.17 
300x300 5.54 8.43 12.21 
400x400 4.78 7.45 11.41 
500x500 4.68 7.13 10.79 
600x600 4.46 6.97 10.28 
700x700 4.34 6.83 9.81 
800x800 4.27 6.68 9.60 
900x900 4.31 6.79 9.72 

1000x1000 4.19 6.59 9.46 
1100x1100 4.24 6.66 9.62 
1200x1200 4.20 6.62 9.57 
1300x1300 4.17 6.57 9.53 
1400x1400 4.13 6.53 9.49 
1500x1500 4.10 6.49 9.45 
1600x1600 4.07 6.45 9.41 
1700x1700 4.03 6.41 9.37 
1800x1800 4.00 6.38 9.32 
1900x1900 3.97 6.35 9.28 
2000x2000 3.94 6.31 9.25 
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