Comparison of Hopfield Neural Network and Fuzzy Clustering in Segmenting Sputum Color Images for Lung Cancer Diagnosis
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Abstract: - The analysis of sputum taken from patients can be an extremely valuable technique for an early detection diagnosis of lung cancer. There is a great need for an automated system which can provide accurate analysis of the morphology of the sputum cells on a microscope slide, or diagnose their color digital image using special software. In this work, we compare two unsupervised segmentation methods of sputum color images, a modified Hopfield Neural Network (HNN), and a Fuzzy C-Mean (FCM) Clustering Algorithm. The segmentation results will be used as a base for a Computer Aided Diagnosis (CAD) system for early detection of lung cancer. Both methods are designed to classify the image of N pixels among M classes or regions. Due to intensity variations in background of the raw images, a pre-segmentation process is developed to standardize the segmentation process. In this study, we have used 1000 sputum color images to test both methods. Experimental evidence of the effectiveness and limitation of each method is reported.
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1 Introduction
Lung cancer is considered to be as the leading cause of cancer death throughout the world and it is difficult to be at early stages, because symptoms appear only at advanced stages [1]. Physicians use several techniques to diagnose lung cancer, like chest radiograph and sputum cytological examination, where a sputum sample can be analyzed for the presence of cancerous cells [2]. However, the analysis process of the images obtained by this technique is still suffering from some limitation caused by the scanning process. Recently, some medical researchers have proven that the analysis of sputum cells can assist for a successful diagnosis of lung cancer. For this reason we attempt to come with an automatic diagnostic system for detecting lung cancer in its early stage based on the analysis of sputum color images. In this paper we present a new unsupervised segmentation algorithm to divide the image into several meaningful subregions as the first step in the image analysis process.

An index of the important role played by segmentation of color imagery in a great number of applications may be represented by the almost bewildering variety of techniques advanced to accomplish this task, such as histogram analysis, regional growth, edge detection and pixel classification. Good reference of these techniques can be found in [3]. Other authors have considered the use of color information as the key discriminate factor for cell segmentation for lung cancer diagnosis. The analysis of sputum images had been used in [4] for detecting tuberculosis; it consists of analyzing sputum images for detecting bacilli. In this paper, two basic segmentation techniques Hopfield Neural Network (HNN) and Fuzzy C-Mean Clustering Algorithm (FCM) are used to segment sputum color images prepared by the standard staining method described in [5]. In computer memory, each image is represented as three separate pixel matrices corresponding to their red, Green and blue intensity components in the RGB color space. The segmentation is performed to the regions of interest (ROI) extracted from the raw images based on a pre-segmentation process. We report a few segmentation results of both algorithms to compare their effectiveness.

2 Hopfield Neural Network
Hopfield neural network (HNN) is one of the artificial neural networks, which has been used in many papers in the literature for different
purposes, a good survey of the interesting features of HNN can be found in [6]. One of the related usages in medical image processing field is its use for classification of magnetic resonance (MR) images of the brain based on energy minimization as in [7-9]. All papers reported acceptable results. In [8], we have improved the algorithm used in [7] to overcome some of the problems reported by the authors of [7], such as considering the minimization of the sum of the errors squares, which can lead to better minimization than the simple sum of errors, and also, we ensured the convergence of the network in a pre-specified period of time.

Hopfield Neural Network (HNN) architecture consists of a grid of N x M neurons with each column representing a class and each row representing a pixel, N represents the size of the given image and M represents the number of classes that is given as a priori information. The network is designed to classify the feature space without teacher based on the compactness of each class calculated using a distance measure. The segmentation problem is formulated as a partition of N pixels of P features among M classes such that the assignment of the pixels minimizes the cost-term of the energy (error) function:

\[ E = \frac{1}{2} \sum_{k=1}^{N} \sum_{l=1}^{M} R_{kl}^{2} V_{kl}^{2} \]  

(1)

where \( R_{kl} \) is the Euclidian distance measure between the kth pixel and the centroid of class l, and is defined as follows:

\[ R_{kl} = \| X_{k} - \bar{X}_{l} \| \]  

(2)

where \( X_{k} \) is the feature vector of the kth pixel, and \( \bar{X}_{l} \) is the centroid of class l, and defined as follows:

\[ \bar{X}_{l} = \frac{\sum_{k=1}^{N} X_{k} V_{kl}}{n_{l}} \]  

(3)

where \( n_{l} \) is the number of pixels in class l.

In our case \( n=2 \) which means the energy is defined as sum of squared errors \( V_{kl} \) is the output of the kth neuron. We adopted the winner-takes-all learning rule, where the input-output function for the kth row (to assign a label m to the kth pixel) is given by:

\[ V_{kl}(t+1) = 1, \text{ if } U_{kl} = \text{Max}[U_{kl}(t), \forall l] \]  

\[ V_{kl}(t+1) = 0, \text{ otherwise} \]  

(4)

The minimization is achieved by using HNN and by solving a set of motion equations satisfying:

\[ \frac{\partial U_{l}}{\partial t} = -\mu(t) \frac{\partial E}{\partial V_{l}} \]  

(5)

Where \( U_{i} \) and \( V_{i} \) are respectively the input and the output of the ith neuron, \( \mu(t) \) is as defined in [8] a scalar positive function of time, which determines the length of the step to be taken in the direction of the vector \( d = -\nabla E(V) \). The appropriate selection of the step \( \mu(t) \) is some thing of an art, experimentation and a familiarity with a given class of optimization problems are often required to find the best function. In our case, by experiment, we found that the \( \mu(t) \) function used in [8] for segmenting the MR data using HNN is also work fine for segmenting the CT data using the HNN:

\[ \mu(t) = t^{*}(T_{s} - t) \]  

(6)

Where \( t \) is the iteration step and \( T_{s} \) is the pre-specified convergence time.

HNN algorithm for segmenting the extracted lung regions can be summarized in the following steps:

1. Initialize the input of neurons to random values.
2. Apply the input-output function (Vkl) defined above, to obtain the new output values for the each neuron, establishing the assignment of pixels to classes. The class member probabilities grow or diminish in a winner-takes-all style as a result of contention between classes. In winner-takes-all model, the neuron with the highest input value fires and takes a value 1, and all other neurons take the value 0.
3. Compute the centroid as defined above, for each class l.
4. Compute the energy function (E) as defined above,
5. Update the inputs Ukl using the following equation.

\[ U_{kl}(t+1) = U_{kl}(t) + \frac{\partial U_{l}}{\partial t} \]  

(7)
6. Repeat from step 2 until \( t = T_s \). This process iteratively modifies the pixel label assignments to reach a near optimal final segmentation map.

### 3 Fuzzy Clustering

The problem of clustering can be stated as follows:

Let \( \{ x_q : q = 1, \ldots, Q \} \) be a set of \( Q \) feature vectors, each feature vector \( x_q = (x_{q1}, \ldots, x_{QN}) \) has \( N \) components. The process of clustering is to assign the \( Q \) feature vectors into \( K \) clusters where each cluster is represented by its center \( C_k \), \( \{ C_k : k = 1, \ldots, K \} \) [10], the dimension of the feature vectors \( x_q \) and centers \( C_k \) is \( N \).

Fuzzy Clustering has been used in many fields like pattern recognition and fuzzy identification [9]. A verity of fuzzy clustering methods has been proposed and most of them are based upon distance criteria. One problem with traditional clustering techniques is that there are only two values, either 1 or 0, to specify to what degree a data point belongs to a cluster, this problem can be solved by using fuzzy set methods. Therefore, fuzzy clustering solved the problem of overlaps between hard clusters and it has clear advantage over crisp and probabilistic clustering methods [10]. In fuzzy subsets, each pixel in an image has a degree to a cluster or a boundary, characterized by a membership value, so we can avoid making a crisp decision earlier and keep the information through the higher processing levels as much as possible [11].

Recently, there has been an increasing use of fuzzy logic theory for color image segmentation [12-17]. The most widely used algorithm is the Fuzzy C-Mean algorithm (FCM), it uses reciprocal distance to compute fuzzy weights. The FCM was introduced by J.C.Bezdek [17], this algorithm has as input a predefined number of clusters, which is must be given and c-means stands for an average location of all the members of particular cluster and the output is a partitioning of the clusters on a set of objects.

The FCM uses fuzzy weighting with positive weight \( \{ W \} \) to determine the centroid \( \{ C \} \) for \( k \) clusters.

The weights minimize the constrained functional \( J \), by using Euclidean distance, where

\[
J(W_{qk}, c_k) = \sum_{(q=1,Q)} \sum_{(k=1,K)} (W_{qk})^p ||x_q - c_k||^2
\]

(8)

\[
W_{qk} = (1/||x_q - c_k||^2) / \sum_{(k=1,K)} (1/||x_q - c_k||^2),
\]

(9)

where \( W_{qk} \) is the weight for each input data, \( c_k \) is the centroid for each cluster and \( p \) represents the fuzzy truth value and its data dependent.

The FCM allows each feature vector to belong to multiple clusters with various fuzzy membership values. Then the final classification will be according to the maximum weight of the feature vector over all clusters which is computed using equation 9 as reported in [10]. In our system the input data is representing by sputum color images, each image is 768x512 pixels, and each pixel is represented with its three components in the RGB color space, We use the FCM clustering algorithm to segment these images, and vary the number of clusters from three to six based on medical information, as it is explained in the next sections.

### 3.1 FCM Clustering Algorithm

Input: sputum color image as a set of vectors (each vector represents a pixel), where:

\[
x_q = \{x_q^R, x_q^G, x_q^B\}, q = 1, \ldots, Q,
\]

in the RGB color space and \( Q \) represents the total number of pixels in the input sputum color image.

\( k = \) number of clusters, Output: A set of \( k \) clusters.

Algorithm steps:

1. Initialize random weight for each pixel; it uses fuzzy weighting with positive weights \( \{ W_{qk} \} \) between [0, 1].

2. Standardize the initial weights for each \( q \) feature vector over all \( K \) clusters via:

The weights minimize the constrained functional \( J \), by using Euclidean distance, where

\[
J(W_{qk}, c_k) = \sum_{(q=1,Q)} \sum_{(k=1,K)} (W_{qk})^p ||x_q - c_k||^2
\]

(8)

\[
W_{qk} = (1/||x_q - c_k||^2) / \sum_{(k=1,K)} (1/||x_q - c_k||^2),
\]

(9)

where \( W_{qk} \) is the weight for each input data, \( c_k \) is the centroid for each cluster and \( p \) represents the fuzzy truth value and its data dependent.

The FCM allows each feature vector to belong to multiple clusters with various fuzzy membership values. Then the final classification will be according to the maximum weight of the feature vector over all clusters which is computed using equation 9 as reported in [10]. In our system the input data is representing by sputum color images, each image is 768x512 pixels, and each pixel is represented with its three components in the RGB color space, We use the FCM clustering algorithm to segment these images, and vary the number of clusters from three to six based on medical information, as it is explained in the next sections.

### 3.1 FCM Clustering Algorithm

Input: sputum color image as a set of vectors (each vector represents a pixel), where:

\[
x_q = \{x_q^R, x_q^G, x_q^B\}, q = 1, \ldots, Q,
\]

in the RGB color space and \( Q \) represents the total number of pixels in the input sputum color image.

\( k = \) number of clusters, Output: A set of \( k \) clusters.

Algorithm steps:

1. Initialize random weight for each pixel; it uses fuzzy weighting with positive weights \( \{ W_{qk} \} \) between [0, 1].

2. Standardize the initial weights for each \( q \) feature vector over all \( K \) clusters via:
\[ W_{qk} = W_{qk} / \sum_{k=1}^{K} W_{qk} \]  \hspace{1cm} (10)

3. Compute J from Equation 8, where p is equal 2, and in this case we get the desired result and if p increase beyond 2, the weightings tend to become more uniform, and this will affect the segmentation results.

4. Compute new centroids \( \mathbf{c}_k \), via

\[ c_k = \sum_{(q=1,Q)} W_{qk} x_q, k = 1, ..., K \]  \hspace{1cm} (11)

5. Update the weights \( \{W_{qk}\} \) via equation (9).

6. Assign each pixel to a cluster based on the maximum weight.

7. Compute the energy function \( E \) which is equal to:

\[ E = \sum_{x=1}^{N} \sum_{k=1}^{K} \left( \| x_q - c_k \|^{2} O_{xk} \right)^{2} \]  \hspace{1cm} (12)

Where \( \| x_q - c_k \|^{2} \) is the Euclidian distance which measures between the xth pixels and the centroid of class k, and \( O_{xk} \) is the fuzzy output of the xth pixels input.

8. Compute \( J_{new} \) from Equation (8): If \( |J_{new} - J_{old}| < \text{threshold value} \) then stop, else \( J_{old} = J_{new} \) and go to step 2 above. The thresholding value is decided experimentally.

4 Segmentation Results

Here, we present the result obtained with two sample images, the first sample containing red cells surrounded by a lot of debris nuclei and a background reflecting a large number of intensity variation in its pixels values as shown in Figure 1 (a). The second sample is composed of blue stained cells shown in Figure 3 (a). Figure 1 (b) and (c) show the segmentation result using HNN and the FCM, respectively, using the RGB components of the raw image shown in Figure 1 (a). As it is seen in the segmentation result of both algorithms (b) and (c) the nuclei of the cells were not detected, in case of HNN, and were not accurately represented in (c). For this reason we developed a mask to extract the regions of interest, described in [8], and the result is shown in Figure 1 (d).

Figure 1 (e) and (f) show the segmentation result using HNN and FCM, respectively, with the RGB components of the image in (d) and by fixing the clusters number to three. We realize that in case of HNN the nuclei of the cells are detected but not precisely, and in case of the FCM only part of the nuclei has been detected. We increased the clusters number to four as an attempt to solve the nuclei detection problem and the results obtained using HNN and the FCM are shown, respectively, in Figure 1 (g) and (h).

Comparing the HNN segmentation result in (g) to the raw image in (d), we can say that the nuclei regions were detected perfectly, and also their corresponding cytoplasm regions. However, due to the problem of intensity variation in the raw image (d) and also due to the sensitivity of HNN, the cytoplasm regions were represented by two clusters. These cytoplasm clusters may be merged later if the difference in their mean values is not large.

Comparing the FCM segmentation result in (h) to the raw image (d), the nuclei regions are detected but they present a little of overlapping, the way that two different nuclei may be seen or considered as one nucleus, and this can affect the diagnosis results. The cytoplasm regions are smoother than in case of HNN, reflecting that the FCM is less sensitive to the intensity variation than HNN. A quantitative reflection of the above comparison and discussion is shown in Figure 2, where it can be seen that the segmentation error at convergence is smaller with HNN than with the FCM. However the FCM is converging fifty iterations earlier than HNN.

Figure 3 (a) shows a sample of sputum color image stained with blue dye, Figure 3 (b) and (c) show its segmentation results by HNN and the FCM using its RGB. As it is seen in the segmentation results obtained by both algorithms in (b) and (c) the nuclei have not been detected and the background is represented by more than on color reflecting the intensity variation of the background in the raw image. A filter was needed to minimize the effect of the intensity variation as described in [8]. The result of this filter is shown in Figure 3 (d), where the background is set to one value or one color and the ROIs are left with their original color in the raw image. Figure 3 (e) and (f) are the segmentation results of the image in Figure 3 (d) obtained using...
HNN and FCM, respectively, with four clusters. Here, all the nuclei have been detected however a color cluster is missing in the result of the FCM Figure 3 (f). The same as mentioned in the previous case of the red cells, HNN is more sensitive to intensity variation between nuclei-nuclei or nuclei-cytoplasm regions. This is clear in Figure 4 which shows quantitatively the energy function of HNN and FCM during the segmentation process of the blue sample.

4 Conclusion

We have presented two techniques, HNN and the FCM, for the segmentation of sputum color images. Both methods applied color information, conveniently embedded into two different energy functions formulating the segmentation problem and reflecting the amount or error committed when distributing pixels among clusters. Both algorithms went through an iteration process in order to minimize the values of their corresponding energy functions at convergence. We have reported some examples which confirm the good performance of both methods also we have discussed the advantages and limitations of each over the other. In our future work both results will be used as input to a Computer Aided Design (CAD) system for lung cancer diagnosis based on the shape analysis of the segmented cells.

References:


Figure 1. The image in (a) shows a sample of sputum color image stained with blue and red dyes. (b) and (c) show the segmentation result using HNN and the FCM with the RGB components of the raw image(a), respectively. (d) Shows the result of pre-segmentation masking process. (e) and (f) show the segmentation result using HNN and FCM with the RGB components of (d) and by fixing the clusters number to three, respectively, (g) and (h) are the results obtained by fixing the clusters number to four.
**Figure 2.** Shows the curves of the HNN and the FCM energy functions during the segmentation process of a sample of sputum color image stained with blue and dyes.
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**Figure 3.** The image in (a) shows a sample of sputum color image stained with blue dyes. (b) and (c) show the segmentation result using HNN and the FCM with the RGB components of the raw image(a), respectively. (d) shows the result of pre-segmentation masking process. (e) and (f) show the segmentation result using HNN and FCM with the RGB components of (d) and by fixing the clusters number to four, respectively.
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Figure 4. Shows the curves of HNN and the FCM energy functions during the segmentation process of a sample of sputum color image stained with blue dye.