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Abstract: - At the crossroads of symbolic and neural processing, researchers have been actively investigating the synergies that might be obtained from combining the strengths oh these two paradigms. Furthermore, there has been an enormous increase in the successful use of hybrid intelligent systems in many diverse areas. In this article, we deal with a knowledge based artificial neural network (KBANN) for handwritten Arabic city-names recognition. We start with words perceptual features analysis in order to construct a hierarchical knowledge base reflecting words description. A translation algorithm then converts the symbolic representation into a neural network, which is empirically trained to overcome the handwriting variability.
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1   Introduction

Nowadays, artificial neural networks (ANNs) are widely used in different fields especially to find a response to the challenge of automatic pattern recognition [4] but even today’s most powerful computers are unable to reach human performance.

The neural networks can be basically categorized into two types:
 - Those where each neuron corresponds to a specific concept, working mode is fully explainable and with no learning phase. They thus fall into the category of transparent systems or networks with local representation [5]. 

- Those where a concept is distributed over several neurons, working mode is opaque and learning is done by adaptively updating weights of their connections. They are thus called black box systems with distributed representation [5].
At present, most of the networks used for pattern recognition are distributed ones [4]. They show advantages for gradual analog plausibility, learning, robust fault-tolerant processing and generalization. However, there is not yet a problem independent way to choose a good network topology. Learning phase is intensive, time consuming and needs a large database. Moreover, it is difficult to explain the networks behavior and to analyze the origin of their errors.
On the other side of modeling a mind by ANNs, making a mind can be achieved by symbolic approaches. Their representations have advantages of easy interpretation, explicit control, fast initial coding, dynamic variable binding and knowledge abstraction. This approach is not adapted to the approximate or incomplete information processing so the theoretical knowledge must be at a time correct and complete and its processing is sequential. 
Both symbolic and neural paradigms have their own advantages and deficiencies. Most importantly, the virtues of one approach could compensate the deficiencies of the other.
In recent years, the research area of symbolic and neural hybridization has seen a remarkably active development. Furthermore, there has been an enormous increase in the successful use of hybrid intelligent systems in many diverse areas [7, 20].
Our research addresses Arabic handwriting recognition, in previous works we have used neural nets with distributed representation for character recognition [13] and local representation for word recognition [15].

In this paper, we deal with the combination of both approaches (symbolic and connectionist) in building a knowledge based artificial neural network (KBANN) system for Arabic handwriting city-names recognition.

The following sections introduce a general state of the art on mail sorting then an overview on the proposed system architecture is presented. A focus is done on feature extraction and recognition steps in sections 4 and 5. At the end of the paper, experimental results are discussed and future directions are highlighted.
2 State of the art of mail sorting 

The postal address reading is considered as the most successful applications of pattern recognition [12, 17]. They are writer independent, off-line systems processing large vocabularies (several thousands of words). However, the redundancy existing between the city name and the zip code can be exploited to improve their performance. A great amount of mail is processed every day by the postal services in the world. As an example, in 1997 the US Postal Service processed about 630 millions of letters per day [16]. With this large quantity of mail the use of automatic systems for postal addresses sorting is therefore primordial. The text to extract can involve: zip code, city name, street number and name, postal box, etc. These data can be in printed, isolated handwritten or cursive forms. Components of mail sorting system are: image acquisition, address field localization, text reading and finally the determination of the mail destination. The localization of the address field includes, [2, 3, 6, 16], a pre-processing step : thresholding and binarization, segmentation in lines and in bounding boxes [9] and a segmentation-detection step of the way number and name, apartment number, postal box, city and country names, etc. The address determination, i.e. final customer or local delivery point, consist in recognizing localized units such as characters, words, punctuations, etc. and to interpret the recognized symbols according to the data base of valid addresses. For character and word recognition, all known techniques of pattern recognition can be applied. Nevertheless, the more investigated seems to be statistical methods such as K nearest neighbours (KNN), Hidden markov models (HMM), artificial neural net (ANN) etc. Srihari in [16], implemented several classifiers: a structural, a hierarchical, a neuronal and a template matching based recognizers individually and in combination for character recognition, then he developed an HMM module for word recognition. In [3], HMM letters are combined in HMM words for the recognition of way names in French postal addresses. 
All the above techniques and many others are operational in commercialized systems all around the world but they are generally dedicated to roman or Asian script processing. 
Nevertheless, no such system exists for Arabic script, in spite of the fact that more than 20 countries use it.
3 General architecture of our system

In this paper, we propose a KBANN based system for handwritten city-names recognition in Algerian postal addresses (fig. 1).

Fig 1. General architecture of the system.
3.1. Acquisition and preprocessing 

Addresses are acquired in gray levels at 200DPI (dots per inch) resolution. We apply on each image a median filter with 3X3 window as structuring element in order to eliminate the background and reduce the noise.  A mean local thresholding operation transforms the image to a binary matrix (1 for the text and 0 for the background) [2, 6, 10].
3.2. City name localization and extraction

We extract the writing of the line which containing the city name and the zip code (it is generally the line before the last one). To localize the city name, we use a technique based on word gap statistics [6]. We compute gaps between connected components extracted by vertical projections of the whole address. The gap mean value is used as segmentation threshold. Gaps greater than the threshold represents word-gaps. The more closely connected component to the left corresponds to the zip code while the right ones correspond to the city name, heart of our concern. Arabic text is written and read from right to left and a city name can be composed of several words. This module generates a lit of words corresponding to the city name for the feature extraction module. 

4   Feature Extraction

Among the 28 basic arabic letters, 6 are not connectable with the succeeding letter, thus, an Arabic word may be decomposed into sub-words, High or low secondary components exist for 15 letters which have one to three dots. Some of these characters have the same primary component and differ only by the position and/or the number of dots. We can also find loops, ascenders and descenders in arabic writing [1] (see figure 2).
Evidence from psychological studies of reading indicates that humans use perceptual features such as ascenders, descenders loops and word length in fluent reading [8]. Algorithms based on word shape features are often said to be holistic approach, as opposed to analytical ones that determines the identity of the word from its characters.
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Fig 2. Features in the word  بسكرة 
Our previous experiments with holistic arabic literal amounts recognition [14, 15] proved the usefulness of perceptual features and diacritical dots.
In this work, the same set of features is retained and extracted by contour tracing and Freeman chain coding [11]. The features used to describe the 55 words of Algerian city names lexicon are shown in table 1, with their number of possible occurrences.

	Code
	Meaning

	xSW
	Sub-words number (x=1..5)

	xA
	Ascenders number (x=0..5)

	xL
	Loops number (x=0..3)

	xD
	Descenders number (x=0..3)

	xSHD
	« Single High Dot » number (x=0..3)

	xSLD
	« Single Low Dot » number (x=0..2)

	xDHD
	« Double High Dots » number (x=0..2)

	xDLD
	« Double Low Dots » number (x=0..2)

	xTHD
	« Triple High Dots » number (x=0..1)


Table 1 : Chosen features in the city-name lexicon
Ideally, the considered lexicon is described by a set of features (see table 2) ordered as in table 1. 
	
N°
	Description
	Word
	
	28
	2-210-11010
	البيض

	1
	1-000-10010
	عين
	
	29
	2-230-00200
	قالمة

	2
	1-010-01200
	تبسة
	
	30
	2-310-10001
	الشلف

	3
	1-011-01000
	بو
	
	31
	2-320-11100
	الجلفة

	4
	1-100-02010
	جيجل
	
	32
	3-002-01020
	عريريج

	5
	1-110-00210
	تسمسيلت
	
	33
	3-021-20100
	تندوف

	6
	1-110-20101
	خنشلة
	
	34
	3-023-10000
	وزو

	7
	1-120-00110
	مسيلة
	
	35
	3-101-00210
	تيارت

	8
	1-120-00110
	ميلة
	
	36
	3-111-10200
	تمنراست

	9
	1-120-10010
	سطيف
	
	37
	3-111-11210
	تيبازة

	10
	1-121-00000
	معسكر
	
	38
	3-132-00200
	ورقلة

	11
	1-130-20210
	قسنطينة
	
	39
	3-201-10020
	إليزي

	12
	2-000-00020
	سيدي
	
	40
	3-201-30010
	غليزان

	13
	2-001-02000
	برج
	
	41
	3-220-00110
	المدية

	14
	2-001-10120
	تيزي
	
	42
	3-310-01110
	البليدة

	15
	2-020-00110
	سعيدة
	
	43
	3-320-10100
	الدفلة

	16
	2-021-00100
	سوق
	
	44
	3-330-10100
	النعامة

	17
	2-021-10201
	تموشنت
	
	45
	4-111-00000
	مرداس

	18
	2-101-01001
	بشار
	
	46
	4-111-10110
	غرداية

	19
	2-110-02110
	بجاية
	
	47
	4-122-10000
	وهران

	20
	2-110-11100
	عنابة
	
	48
	4-211-00000
	أهراس

	21
	2-110-11200
	باتنة
	
	49
	4-222-01110
	البويرة

	22
	2-111-00000
	أم
	
	50
	4-302-11000
	الجزائر

	23
	2-111-01100
	بسكرة
	
	51
	4-321-01110
	البواقي

	24
	2-131-20100
	مستغانم
	
	52
	4-421-10000
	الطارف

	25
	2-210-00110
	سكيكدة
	
	53
	5-202-00000
	أدرار

	26
	2-210-02000
	بلعباس
	
	54
	5-311-00010
	الوادي

	27
	2-210-10100
	تلمسان
	
	55
	5-521-10000
	الأغواط


Table 2 : Words description in city-names lexicon

For example, the description of the word عنابة (Table 2, word N :20) is 2-110-11100, this means that this words has: 2SW-1A, 1L, 0D, 1SHD, 0SLD, 1DHD, 0DLD, 0TPH (see table 1 for the used abbreviations).

5   Design of KBANN Classifier
The designed classifier is inspired by the KBANN approach (Knowledge Based Artificial Neural Network) developed by Towell in 1991 and tested in the fields of molecular biology, DNA sequence analysis and process control. Towell presented theoretical and experimental validations of his approach. KBANN results were better than eight other empirical and hybrid approaches [18, 19]. 

Theoretical knowledge expressed by rules is used to determine the initial topology of the neural network. The network is then refined using standard neural learning algorithm and a set of training examples.
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Fig 3 : Knowledge base and neural network integration
In our approach, we have used the KBAN integration depicted in fig 3. It is therefore necessary to:
1. Construct a knowledge base describing the words with their features. The rule sets must be hierarchically structured. 
2. Translate the rules into a neural network with a translation algorithm. 
3. Refine the neural network with an empirical learning process (back-propagation algorithm).
5.1
Knowledge base construction 
Study of the extracted features (section 4) is used to create a hierarchical classification for words in the considered lexicon and to deduce (from table 2) a set of rules having the following form:
IF Characteristic THEN Assignment.
To illustrate each rules level, we only give an example concerning the word shown in fig 2. (see table 1 for the used abbreviations).
Level 1 rules : contains 5 rules defining word classes Ci according to their sub-words number (the sub-words separation is generally done by writers).
if 2SW then C2
Level 2 rules: contains 41 rules defining word sub-classes according to their ascenders, loops and descenders numbers.
if C2 and 1A and 1L and 1D then C2_111
Level 3 rules : contains 55 rules defining word sub-sub-classes according to their diacritical dots numbers.

if C2_111 and 0SHD and 1SLD and 1DHD and 0DLD and 0THD then بسكرة
5.2
Rules to network translation
A translation algorithm transfer’s theoretical knowledge (symbolic rules) towards an ANN. Fig 4 shows relations between a set of rules and an ANN. This way of defining networks avoids some of the problems inherent to ANNs and empirical learning. The initial architecture of the network is obtained in an automatic way and we don't have any more worries to determine the number of layers, neurons and interconnections. Besides this, rules give to the network an initial knowledge and represent dependency relations between the input attributes and the desired answers.
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Fig 4: Correspondences between knowledge base and neural network [18]

Table 3 briefly describes the four steps of the used translation algorithm.
Step 1 : Rule rewriting 

This step ransforms the set of rules into a format that clarifies its hierarchical structure and makes it possible to directly translate the rules into a neural network. Rules rewriting doesn't change knowledge but only the written rules representation. 

Step 2 : Network mapping and numbering

This step establishes a mapping between a set of rules and a neural network. Using this mapping (Fig 3), the algorithm creates networks that have one to one correspondence with elements of the rule set. Weights on all links specified by the rule set, and units activation are initialized so that the network responds in exactly the same manner as the rules upon which it is based.

The knowledge based networks code weights and thresholds according to the rule type:

- Weights of connections for a positive premise are initialized to: Weight = +W; 

- Weights of connections for a negative premise are initialized to: Weight = -W; 

- Thresholds of conjunction resulting units are initialized to: Threshold = (-P + 0.5) * W; 

- Thresholds of disjunction resulting units are initialized to: Threshold = - 0.5 * W; 

The W value is a constant value specified by the user. Bigger is W, bigger will be the gap between a positive conclusion and a negative one. The P value indicates the number of positive premises (without negation) in the antecedents list for a conclusion unit.

The translation algorithm also numbers units in the obtained neural network. This number is not useful by itself, but it is a necessary precursor to the following steps.

Step 3 : Units and connections adding

This step adds hidden units to the initial neural network, there by giving it the ability to learn derived features not specified in the initial rule set but suggested by the expert. This may be optional because initial rules are often sufficient to obviate the need for adding hidden units. It is also possible to add input units for providing the initial network with input features not referred to by the rule set but which a domain expert believes are relevant.

Step 4 :. Weights perturbing

The final step in the rules-to-network translation is to perturb all the weights in the network by adding a very small random value to each weight. This perturbation is too small to have an effect on the network computations prior to training. However, it is sufficient to avoid problems caused by symmetry. 

Table 3 : Rules-to-network translation algorithm [19]
The obtained initial architecture of the network is probably more close to the final one than any random configuration of weights. Thus, the random initialization of weights and its negative consequences on the training phase can be controlled and minimized. Towell showed in his research [18, 19] that this type of approach reduces the training time and the number of examples to really learn. 
5.3
Neural network architecture and training
The obtained network has the following architecture:
· An input layer with 34 neurons representing the set of chosen features with their possible occurrences (see Table 1).

· Two hidden layers: the first contains 5 neurons and the second 41 neurons (see section 5.1).
· An output layer with 54 neurons corresponding to the 55 words of the city-name lexicon. Note that there is a feature discrimination problem between words n°:7 and 8 (in table 2). We assume that they correspond to the same output neuron. This ambiguity can be solved later by zip code confrontation.
The network obtained from symbolic rules can be trained on classified examples to refine the knowledge previously introduced in the network, using back-propagation algorithm.

6   Results and Discussion
In addition to the application of KBANN approach for the considered problem, we have also implemented a standard multilayer perceptron (MLP). The latter has the same inputs and outputs as the former but it has only one hidden layer which size is heuristically determined and experimentally adjusted. KBANN and MLP classifiers properties and results are summarized in table 4.

	
	MLP classifier
	KBANN classifier

	   Architecture
	Input neurons
	34
	34

	
	Hidden layer
	1
	2

	
	Hidden neurons
	48
	5+41

	
	Output neurons
	54
	54

	  Training phase
	Database size  *
	55x30 writers

= 1650 words
	55x10 writers
=550 words

	
	Time
	( 3 Hours
	( 20 minutes

	
	Recognition rate
	( 94 %
	( 96 %

	  Testing phase
	Database size  *
	55x 10 writers
	55 x 10 writers

	
	Recognition rate
	( 80 %
	( 92 %


Table 4. Comparison between KBANN and MLP for city-names recognition.
* Training and testing databases are distinct (different writers).

Table 4 highlights the strengths of the KBANN compared to classical MLP for handwritten Arabic city-names recognition.
It shows that KBAN training is accelerated and needs fewer examples. 

During testing phase, KBANN generalizes better than MLP on the same test set.

7   Conclusion and Future Work
In this article, we proposed a hybrid neuro-symbolic (KBANN) system for the recognition of handwritten city-names in Algerian postal addresses. The perceptual features analysis led to the construction of a hierarchical knowledge base reflecting words description. A translation algorithm converted the symbolic representation into a neural network then, an empirical learning phase was necessary to overcome the variability of writing and ill-detected features.
Neuro-symbolic integration supports the thesis that a system which learns from both theory and data can outperform a system that learns from theory or data alone. The obtained results for our application verify this hypothesis.
The knowledge insertion (rules) into the network solves the problems related to architecture specification and weights initialization in neural networks. It accelerates significantly the training process by setting initial connection weights on the basis of the domain theory rather than at random, thus the convergence is guaranteed in due time. We experimentally verified this assumption and we noticed that training takes about 10 times less than randomly initialized multilayer neural network.

The network structure given by the rule-to-network translation has a direct correspondence with the original set of rules. The intermediate concepts are preserved. 

The network training can be achieved on a smaller set of examples since the initial network can code theoretical knowledge. In addition, the rules are clearly presented in the network and they explain its behavior versus the MLP black box.
Some future directions are suggested below to further improve our work:

- The insertion of fuzzy concepts within the rules may be interesting due to the handwriting fuzzy nature.

- The combination of KBANN with other kinds of simple and hybrid classifiers for the same application in order to improve recognition accuracy.

- The implementation of a complete multilingual (Arabic, Latin) addresses interpretation system including the script identification and the processing of all address components.
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