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Abstract: - This paper presents a novel method of rule creation in fuzzy modeling with variation degree. The
present method has a construction mechanism of the rule unit that is applicable in a parameter for the central
value of the membership function in the antecedent part. The approach is to create the rule unit near the position
of central value whose unit has the largest degree of variations in fuzzy reasoning. As rules are generally needed
at the location of the large amount of variation, fuzzy reasoning appropriately advances. Experimental results
are presented in order to show that the present method is effective on the inference error and the number of
learning iterations.
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1 Introduction

With the object of automatically constructing
fuzzy inference rules utilizing the learning pro-
cess, a number of approaches have been studied
on fuzzy modeling [1], [2]. They are aimed at
drastically reducing the processing labor by ap-
plying the learning function to the tuning of fuzzy
inference rules [3]–[9]. In fuzzy modeling, when
the rule is constructed on the fuzzy system, it
is important to minimize the inference error, to
lighten the rule number, and to shorten the learn-
ing process. With respect to the constitution of
fuzzy inference rules, the reduction methods [10]
have been introduced in order to minimize the
inference error and to shorten the learning pro-
cess. In the techniques, the rule which seems

to be little influence on the inference error is re-
moved, and the methods proceed with learning
by gradient descent. Thus, the extraction of ap-
propriate rules become possible by reducing the
number of redundant rules. However, when the
reduction techniques were adopted, the different
results were shown according to the application
of various functions.

In this paper, we present a novel method of rule
construction in fuzzy modeling by using gradient
descent. The present approach is described with
a construction method applicable to a parameter
for the central value of the membership function
in the antecedent part. The technique is to cre-
ate the rule unit near the position of central value
whose unit has the largest degree of variations in



fuzzy reasoning. As rules are generally needed
at the location of the large amount of variation,
fuzzy reasoning appropriately advances. Experi-
mental results are presented in order to show that
the validity of the present method is confirmed.

2 Fuzzy Reasoning and Self-Tuning
Methods

The simplified fuzzy reasoning which treats the
consequent part as the reasoning method at the
real number is used. When the input is (x1, x2,
· · ·, xn) and the output isy, the procedure is ex-
pressed as follows:

Ri : If x1 is Mi1 and · · · andxn is Min

theny is wi,

whereMij is a membership function in the an-
tecedent part, andwi is a real number in the con-
sequent part. The membership functionMij in
the antecedent part is set separately for every rule,
and has the indexi for the rule number. The
membership functionMij in the antecedent part
is an isosceles triangle, and can be expressed us-
ing the central valueaij and the widthbij in the
following equation.

Mij(xj) =

{
1− 2|xj−aij |

bij
(|xj − aij| ≤ bij/2)

0 (otherwise).
(1)

The membership valueµi of thei-th rule is ob-
tained by the following equation.

µi =
n∏

j=1

Mij(xj). (2)

Therefore, the reasoning resulty consists of

y =

∑γ
i=1 µiwi∑γ

i=1 µi

. (3)

The function which shows the shape of the
membership function is adjusted by the delta rule
with the central valueaij , the widthbij , and the
actual valuewi in the consequent part. It is pos-
sible to consider the delta rule as a minimization
problem of the objective functionE which shows
the error between the output value (i.e.,y of fuzzy

reasoning) of fuzzy systems and the desired out-
put valueyr, as shown in the following equation.

E =
1

2
(y − yr)

2. (4)

In order to decrease the value of the ob-
jective function E, when input-output data
(x1, · · · , xn, yr) of then+1 dimension are given,
the gradients (∂E/∂aij , ∂E/∂bij , ∂E/∂wi) of
objective functionE are calculated onaij , bij ,
andwi. Subsequently, the values ofaij, bij , and
wi are updated according to

∆aij = −ηa
∂E

∂aij
(5)

∆bij = −ηb
∂E

∂bij
(6)

∆wi = −ηw
∂E

∂wi
, (7)

where ηa, ηb, and ηw are learning constants.
∂E/∂aij , ∂E/∂bij , and∂E/∂wi are calculated
as

∂E

∂aij

=
µi∑γ

i=1 µi

(y − yr)(wi − y)

·sgn(xj − aij)
2

bijMij(xj)
(8)

∂E

∂bij

=
µi∑γ

i=1 µi

(y − yr)(wi − y)

·1−Mij(xj)

bijMij(xj)
(9)

∂E

∂wi
=

µi∑γ
i=1 µi

(y − yr), (10)

where

sgn(θ) =



−1 (θ < 0)

0 (θ = 0)
1 (θ > 0).

By giving input-output data one after another
and repeating the learning process, the shape of
the membership function in which the value of
objective functionE becomes minimal is deter-
mined. The adjustment of the shape of the mem-
bership function is carried out until the inference



error D(t) shown in the following equation is
less than the desired valueδ, for the given input-
output data (xp

1, xp
2, · · ·, xp

n, yp
r ), p = 1, 2, · · · , P .

D(t) =
1

P

P∑
p=1

(yp − yp
r)

2, (11)

whereyp is an output of fuzzy reasoning.

3 Creation Method and Algorithm

In this section, the creation method and algorithm
are described. A new rule of the present method
is constructed near the position of central value
whose unit has the largest degree of variations
in fuzzy reasoning. Generally, rules are needed
at the location of the large amount of variation.
Therefore we define the positionsχij− andχij+

from the current central valueaij as follows:

χij− = aij − ε

χij+ = aij + ε, (12)

whereε is a minute constant.
Furthermore, we definef(x) according to Eqs.

(1), (2), and (3) as follows:

f(x) ≡ y(xj = x). (13)

Therefore, the functionf(x) is the reasoning
result for the given inputx. Usingχij− andχij+,
the amount of variationsf ′(aij) for the central
valueaij is calculated as

f ′(aij) =
f(χij+)− f(χij−)

|χij+ − χij−| . (14)

In order to obtain the absolute value off ′(aij),
the following equation is introduced.

F(aij) = cos f ′(aij). (15)

F(aij) represents the degree of variations for
the inference value in the central valueaij , and
becomes the criterion of rule creation. Thus, a
new rule is created after the central valueaij is se-
lected as a candidate of rule creation whenF(aij)

has the minimum (i.e., the reasoning result is the
most changeful).

Furthermore, so as not to gather around lo-
cal positions for central values, a rule is cre-
ated when the distribution of central values is
thin. The judgment of whether it is thin or not
will be carried out according to a valueD(aij)
which includes both of the distance between the
noticed central value and its first-nearest value,
and the distance between the noticed value and its
second-nearest value. Thus, the following func-
tion is required:

2

γ − 1
< D(aij), (16)

whereγ is a rule number.
Under the condition of this function, a new rule

is created as the positionaij + ε near the selected
rule satisfied in Eq. (15). The central value of the
chosen rule become the positionaij − ε.

By adapting the creation standard, the rules are
created in which the position of the most change-
ful in the reasoning. As the rule is constructed for
the position with the necessity, fuzzy reasoning
appropriately advances, given in the next section.

[Creation algorithm]

Step A1 Initialization:
Give central valueaij and widthbij in the
antecedent part, real numberwi in the con-
sequent part, creation thresholdδc, termi-
nation thresholdδT , maximum number of
learning iterationsTmax, initial rule num-
ber RI , and final rule numberRT . Set
t← 0 andγ ← RI .

Step A2 Self-tuning:
(A2.1) Let p = 1.
(A2.2) Let sp be an index selected at ran-
dom among{1, 2, · · · , P}, for all si �= sj.
(A2.3) Allot the input-output data (xsp

1 , xsp

2 ,
· · ·, xsp

n , ysp
r ).

(A2.4) Derive the output of fuzzy inference
yp performed by the simplified fuzzy rea-
soning.
(A2.5) Adaptwi according to Eq. (7) and
repeat the fuzzy reasoning at A2.4.
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Figure 1: Relation between inference error (×10−4) and initial number of rules for the creation model.
The results are averages of 1000 trials. WhenR = 10, the creation model is equivalent to the
conventional model because there are no existing rules to create.

(A2.6) Adaptaij andbij of the membership
functions in the antecedent part, according
to Eqs. (5) and (6), respectively.
(A2.7) If p < P , then setp← p+1 and go
to A2.2, otherwise sett ← t + 1 and go to
Step A3.

Step A3 Rule creation:
(A3.1) CalculateD(t) and∆D(t) accord-
ing to Eqs. (11) and (12), respectively.
(A3.2) If γ < RT and∆D(t) ≤ δc, then go
to A3.4.
(A3.3) If γ = RT , then go to Step A4, oth-

erwise go to Step A2.
(A3.4) Create thek-th rule according to the
creation method. Set� ← � + {k} and
γ ← γ + 1. Go to Step A2.

Step A4 Termination condition:
If t = Tmax or ∆D(t) ≤ δT , then termi-
nate, otherwise go to Step A2.

At steps A3.1 and A4, the value∆D(t) is cal-
culated as follows.

∆D(t) =
|D(t)−D(t− 1)|

D(t− 1)
(17)
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Figure 2: Relation between number of learning iterations and initial number of rules for the creation
model. The results are averages of 1000 trials. WhenR = 10, the creation model is equivalent to the
conventional model because there are no existing rules to create.

4 Numerical Experiments

We perform the function approximation by using
the above model. The systems are identified by
the data as fuzzy inference rules, with the utiliza-
tion of input-output data from the known function
as follows:

(i) y =
cos πx + 1

2

(ii) y =
sin πx + 1

2

(iii) y =

{ − sin πx (x ≤ 0)
sin πx (0 < x)

(iv) y =

{ −x3 (x ≤ 0)
x (0 < x)

The domain of each variablex and outputyr

normalize within[−1, 1] and [0, 1], respectively.
The parameters are chosen as follows:ηa = 0.1,
ηb = 0.1, ηw = 0.2, ε = 0.01, P = 100, δc =
10−2, δT = 10−4, Tmax = 100000, andRT = 10.

Figure 1 shows the influence of the inference
error on the initial number of rules for each
model. For system i, as the initial number of rule
is 6 and 7, the inference error is smaller than the
others. For system ii, the inference error is small
compared to the conventional model (R = 10)



when the initial number of rules is 7, 8, and 9.
Especially, the inference error is the best when
the initial number of rule is 9. For system iii, as
well as system ii, the inference error is the better
than that of the conventional model when the ini-
tial number of rule is 7, 8, and 9. The inference
error is the best when the initial number of rule
is 9. System iv exhibits good results when the
initial number of rule is 5, 6, 7, and 9. In this sys-
tem, it is proven that the best result shows when
the initial number of rule is 5. The effectiveness
differs among the present systems according to
the inference error.

Figure 2 shows the relation between number of
learning iterations and initial number of rules for
the creation model. There seems to be a gen-
eral trend that the number of learning iterations
increases with a greater initial number of rules.
However system iii and iv exhibit various trends.
For systems iii and iv, the number of learning iter-
ations gives small value when the initial number
of rule is 8 and 7, respectively. The effectiveness
also differs among the present systems according
to the number of learning iterations.

5 Conclusions

In this paper, we have presented a novel con-
struction method of fuzzy inference rules with
variation degree and have examined its validity
through numerical experiments. The approach
was the creation mechanism of rule unit that was
applicable in a parameter for the central value of
the membership function in the antecedent part.
The result of numerical experiments was that the
present model led to different effects according
to the application of various functions. For the
future works, we will study more effective ap-
proaches.
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