An evolutionary algorithm for the Minimum Hitting Set Problem
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Abstract: - In this paper we propose an evolutionary algorithm to approximate optimal solutions to instances of the Minimum Hitting Set Problem, a well known $NP$-complete problem (see [3]). Our genetic algorithm (see [2]) will use the idea of viruses which infect chromosomes and change one of their bits. A special dynamic fitness function has been also used to improve overall performances.
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1 Introduction

The Minimum Hitting Set is one of the better known combinatorial problems which belong to the class of $NP$-complete problems. Therefore, the problem is very unlikely to have a polynomial solution and, in turn, it is worthwhile to explore heuristics that might give near-optimal solutions. We propose here a genetic algorithm for the problem, which contains two novel ideas:

- viruses (see [10]) and anti-viruses which co-evolve with the system, and, to some extent, play the role of mutation; and

- dynamic fitness evaluation, i.e. the way we evaluate the fitness of all the individuals change as soon as a specific event has happened. In our case, that event is the presence in the population of a hitting set.

In the following, we will give a detailed description of our algorithm and, subsequently, we will show its performance on a series of test cases of different dimensions. We will now give for completeness the definition of the Minimum Hitting Set Problem (MHSP).

1.1 The Minimum Hitting Set Problem

The formal definition of the MHSP is the following

- **Instance**: a collection $C$ of subsets of a finite set $S$.

- **Solution**: a hitting set for $C$, i.e. a subset $S' \subseteq S$ such that $S'$ intersects each and every element of $C$.

- **Objective Function**: the cardinality $|S'|$ of $S'$

- **Optimal Solution**: a hitting set $S'$ that minimizes $|S'|$. such that $S'$

It is worthwhile to mention another $NP$-complete problem, Minimum Set Cover Problem (see [4, 7]), which is completely equivalent to the above described MHSP. Such a problem, which has been more widely studied, presents good approximation results (see [6, 8]), within $1 + \log |S|$ (see [9, 5]) of the optimal solution. Such results carry over the MHSP.
2 Formalizing our Genetic Algorithm

Given a finite set $S$ of cardinality $n$, we can think of it as the set $\{0, 2, \ldots, n - 1\}$. Therefore, any subset $T \subseteq S$ can be seen as a binary array of length $n$ such that $T[i] = 1$ if and only if $i \in T$. In turn, $\mathcal{C}$ is a finite collection of binary arrays of all length $n$.

A hitting set is also a subset of $S$ and therefore can also be represented as a binary array of length $n$.

Thus, it is very natural to formalize the MHSP in the classical terms of a genetic algorithm search.

2.1 Fitness

We need to come up with a good definition of fitness for a tentative solution. We have two parameters to take into considerations: first the tentative solution must intersect all the members of $\mathcal{C}$; second, it must be of minimal cardinality. Any evolutionary approach which just takes into consideration the first parameter will tend to produce populations of individuals very rich of ones. Thus, not minimal. If instead we take into consideration just the second parameter, we will have populations of individuals full of zeroes, and thus not hitting set. Any fitness function therefore must be a two-variable function of type $f(\rho, \alpha)$ where $\rho$ is the number of sets hit by $T$, and $\alpha$ is the number of zeroes of $T$. Also, $f$ must be increasing on both parameters, i.e.

$$f(\rho, \alpha) > f(\rho, \alpha') \text{ if } \alpha > \alpha'$$

$$f(\rho, \alpha) > f(\rho', \alpha) \text{ if } \rho > \rho'$$

Among the infinite possible choices, we selected the following two functions:

$$f(\rho, \alpha) = \rho \times n + \alpha \quad (1)$$

$$f(\rho, \alpha) = \rho + \alpha \quad (2)$$

with $n = |S|$. The reasons for our choices are the following:

- although definition (1) takes into account the number of zeroes of a particular individual, it gives a lot more weight to the number of sets of $\mathcal{C}$ that the individual intersects. Indeed, as it is easy to see, given two individuals $c_1$ and $c_2$ if $c_1$ hits more sets than $c_2$ it will have a higher fitness value no matter what the number of zeroes in the two individuals are. With this choice of fitness function, evolution quickly produces populations of individuals with high values of $\rho$.

- Once $\rho$ has reached the maximal possible value $m = |\mathcal{C}|$, evolution should favor individuals with high $\alpha$ values and $\rho = m$ value. To this end, definition (2) seems to be a very good choice.

Therefore our GA will have a 2-phase fitness function. In the first phase, when no solution has been found yet, the fitness function (1) is used. As soon as a solution is found, the fitness function (2) is used for the whole population.

2.2 Genetic richness

To guarantee genetic variety in the population, we chose not to use a mutation operator. Instead, we decided to associate to each individual, an extra binary string of $2 + \log n$ bits. We called these bits a virus. Viruses act differently in the two phases (solution not found, solution found) above mentioned. In the first phase, they tend to weaken individuals by increasing the number of 1 ($\alpha$ decreases) but at the same time they are helping them in becoming solutions). In the second phase, they tend to weaken individuals by increasing the number of 0 ($\rho$ may decrease) but at the same time $\alpha$ increases. The reason for the $2 + \log n$ bits is the following:

- any string of $\log n$ bits uniquely identify a number between 0 and $n - 1$ and therefore, uniquely identifies a position within the individual string (a locus). If the virus hits the individual, that bit will be put to 1 (in the first phase) or to 0 in the second phase.

- The virus hits the individual if the remaining two bits, called control bits, are both 1. As is the case for many diseases in nature, individuals can be divided into 3 groups: healthy (control bits are both 0); disease-carrier (one and only one of the control bits is 1); sick (control bits are both 1). Any individual, even an healthy one, carries with itself a virus, inherited along with its genetic patrimony, from its parents. Two disease-carrier individuals which are chosen for crossover, will produce a sick child with 1/4 probability.

2.3 Crossover and other parameters

We used the uniform crossover method. As a selection method we used the tournament selection (see
A selected individual will mate with probability 1. No mutation is introduced and we used a mild form of elitism: the best fitness individual, and the best candidate solution (the two might be different) are carried onto the next generation. A population is formed by 200 individuals.

3 Experimental results

We decided to test our algorithm on a variety of test cases. We generated randomly four different sets of test cases: denoted by \( f, g, h, j \), which will be described below. For each test set we ran our genetic algorithm on nine different test cases, generated with cardinalities 100, 150 and 200 for \( S \), and different values for the cardinality of \( C \). Each test set is characterized by how the sets in \( C \) are generated randomly. To randomly generate a subset of \( S \) we acted as follows:

- We fixed two integer interval parameters \( [a_1, \ldots, a_2] \) and \( [b_1, \ldots, b_2] \).
- To assign a random value to an individual bit, we draw randomly two numbers \( a' \in [a_1, \ldots, a_2] \) and \( b' \in [b_1, \ldots, b_2] \). If \( a' < b' \) the bit is given the value 1 otherwise is given the value 0.

The test sets are characterized by different choices for the integer interval parameters. We chose the integer interval parameters so the expected cardinalities of the minimum hitting sets are high for the test set \( g \), medium for the test set \( f \) and low for the test set \( h \). Below we will define the different test sets and then, we will show the results of our experiment using tables with 7 columns:

- Column A gives the test case name;
- Column B gives the cardinality of \( S \);
- Column C gives the cardinality of \( C \);
- Column D gives the total number of virus hits
- Column E gives the generation number where the best solution is found
- Column F gives the cardinality of the best hitting set found
- Column G since a genetic algorithm is ran three times on each test case, gives how many times the best solution is found

\[ \begin{array}{ccccccc}
\text{A} & \text{B} & \text{C} & \text{D} & \text{E} & \text{F} & \text{G} \\
\hline
f_0 & 100 & 20000 & 6457 & 125 & 33 & 1/3 \\
f_1 & 100 & 30000 & 8095 & 102 & 38 & 1/3 \\
f_2 & 100 & 50000 & 6845 & 127 & 42 & 1/3 \\
f_3 & 150 & 80000 & 12597 & 200 & 46 & 1/3 \\
f_4 & 150 & 90000 & 9392 & 142 & 48 & 1/3 \\
f_5 & 150 & 100000 & 6752 & 142 & 50 & 2/3 \\
f_6 & 200 & 150000 & 15856 & 188 & 51 & 1/3 \\
f_7 & 200 & 180000 & 10989 & 184 & 55 & 1/3 \\
\end{array} \]

Table 1: Results for the test set \( f \)

\[ \begin{array}{ccccccc}
\text{A} & \text{B} & \text{C} & \text{D} & \text{E} & \text{F} & \text{G} \\
\hline
g_0 & 100 & 20000 & 6115 & 108 & 37 & 2/3 \\
g_1 & 100 & 30000 & 7845 & 122 & 39 & 2/3 \\
g_2 & 100 & 50000 & 8143 & 153 & 43 & 1/3 \\
g_3 & 150 & 80000 & 10762 & 159 & 49 & 1/3 \\
g_4 & 150 & 90000 & 12392 & 148 & 50 & 3/3 \\
g_5 & 150 & 100000 & 10185 & 158 & 51 & 1/3 \\
g_6 & 200 & 150000 & 15918 & 187 & 54 & 1/3 \\
g_7 & 200 & 180000 & 17442 & 186 & 57 & 1/3 \\
g_8 & 200 & 200000 & 11909 & 161 & 55 & 2/3 \\
\end{array} \]

Table 2: Results for the test set \( g \)

3.1 Test set \( f \)

The test set \( f \) is characterized by the intervals \( [0, \ldots, 9] \) and \( [1, \ldots, 10] \). What is the probability that \( a' < b' \)? The event space is made of the 100 possible pairs of values \( [a', b'] \). Of these 100 pairs, the ones for which \( a' < b' \) are exactly 55. Therefore with probability \( \frac{55}{100} \) a bit is set to 1. Any set in \( C \) will therefore have a little over one half of its bits equal to 1. Table 1 shows the results obtained for the test set \( f \).

3.2 Test set \( g \)

The test set \( g \) is characterized by the intervals \( [2, \ldots, 9] \) and \( [1, \ldots, 10] \). What is the probability that \( a' < b' \)? Of the 80 pairs of values in the event space, the ones for which \( a' < b' \) are exactly 36. Therefore with probability \( \frac{36}{80} \) a bit is set to 1. Any set in \( C \) will therefore have a little less than a half of its bits equal to 1. Table 2 shows the results obtained for the test set \( g \).
<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_0$</td>
<td>100</td>
<td>20000</td>
<td>64583</td>
<td>88</td>
<td>14</td>
<td>1/3</td>
</tr>
<tr>
<td>$h_1$</td>
<td>100</td>
<td>30000</td>
<td>7918</td>
<td>118</td>
<td>15</td>
<td>1/3</td>
</tr>
<tr>
<td>$h_2$</td>
<td>100</td>
<td>50000</td>
<td>4297</td>
<td>78</td>
<td>17</td>
<td>3/3</td>
</tr>
<tr>
<td>$h_3$</td>
<td>150</td>
<td>80000</td>
<td>9430</td>
<td>112</td>
<td>18</td>
<td>1/3</td>
</tr>
<tr>
<td>$h_4$</td>
<td>150</td>
<td>90000</td>
<td>3651</td>
<td>83</td>
<td>19</td>
<td>3/3</td>
</tr>
<tr>
<td>$h_5$</td>
<td>150</td>
<td>100000</td>
<td>6483</td>
<td>111</td>
<td>19</td>
<td>2/3</td>
</tr>
<tr>
<td>$h_6$</td>
<td>200</td>
<td>150000</td>
<td>9083</td>
<td>84</td>
<td>20</td>
<td>1/3</td>
</tr>
<tr>
<td>$h_7$</td>
<td>200</td>
<td>180000</td>
<td>8993</td>
<td>102</td>
<td>21</td>
<td>2/3</td>
</tr>
<tr>
<td>$h_8$</td>
<td>200</td>
<td>200000</td>
<td>2435</td>
<td>50</td>
<td>21</td>
<td>3/3</td>
</tr>
</tbody>
</table>

Table 3: Results for the test set $h$

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j_0$</td>
<td>100</td>
<td>20000</td>
<td>7549</td>
<td>107</td>
<td>32</td>
<td>1/3</td>
</tr>
<tr>
<td>$j_1$</td>
<td>100</td>
<td>30000</td>
<td>6497</td>
<td>101</td>
<td>36</td>
<td>2/3</td>
</tr>
<tr>
<td>$j_2$</td>
<td>100</td>
<td>50000</td>
<td>6341</td>
<td>109</td>
<td>39</td>
<td>2/3</td>
</tr>
<tr>
<td>$j_3$</td>
<td>150</td>
<td>80000</td>
<td>16982</td>
<td>180</td>
<td>43</td>
<td>1/3</td>
</tr>
<tr>
<td>$j_4$</td>
<td>150</td>
<td>90000</td>
<td>10301</td>
<td>190</td>
<td>46</td>
<td>1/3</td>
</tr>
<tr>
<td>$j_5$</td>
<td>150</td>
<td>100000</td>
<td>9337</td>
<td>176</td>
<td>46</td>
<td>1/3</td>
</tr>
<tr>
<td>$j_6$</td>
<td>200</td>
<td>150000</td>
<td>12283</td>
<td>179</td>
<td>50</td>
<td>1/3</td>
</tr>
<tr>
<td>$j_7$</td>
<td>200</td>
<td>180000</td>
<td>15285</td>
<td>175</td>
<td>50</td>
<td>1/3</td>
</tr>
<tr>
<td>$j_8$</td>
<td>200</td>
<td>200000</td>
<td>14754</td>
<td>182</td>
<td>53</td>
<td>1/3</td>
</tr>
</tbody>
</table>

Table 4: Results for the test set $j$

3.3 Test set $h$

The test set $h$ is characterized by the intervals $[0, \ldots , 7]$ and $[1, \ldots , 10]$. What is the probability that $a' < b'$? Of the 80 pairs of values in the event space, the ones for which $a' < b'$ are exactly 52. Therefore with probability $\frac{52}{80}$ a bit is set to 1. Any set in $C$ will therefore have about two thirds of its bits equal to 1. Table 3 shows the results obtained for the test set $h$.

3.4 Test set $j$

Finally, the test set $j$ is generated as $f$ for one third, $g$ for another third, and $h$ for the last third. Table 4 shows the results obtained for the test set $j$.

4 Summary and Conclusions

We have proposed an evolutionary algorithm to approximate optimal solutions to instances of the Minimum Hitting Set Problem, a well known $NP$-complete problem. In our approach, we have used the idea of a virus which co-evolves with the individual to which it is attached, and a dynamic fitness function to improve performances. In a first phase when viruses infect chromosomes they tend to weaken individuals by increasing the number of 1, but in doing so they make them stronger in terms of being candidate solutions. When a candidate solution has been found, viruses tend to increase the number of 0. In doing so, candidate solutions may no longer be such, but also it might be the case that candidate solutions remain so with a lower number of 1. The choice of dynamic two-phase fitness function provided better overall performances. The obtained positive results in a long series of experiments, prove that such ideas are worthwhile exploring in greater depth for such kind of problems.
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