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Abstract: - This paper presents a training method for radial basis function neural network (RBFNN) based on 
GA and dynamic optimal learning rate. Genetic algorithm (GA) is applied to search for the optimal centers from 
input space of the RBF. Dynamic optimal learning rate approach is also appended to the genetic algorithms’ 
searching procession to obtain a set of weighting factors so that the network actual output converges to the 
designed signal.  Simulation results have revealed that the good performance of the proposed scheme. 
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1 Introduction 

In the past decades, feedforwarded layered neural 
networks have been used in many fields, for example, 
signal processing, automatic control, image processing, 
etc. Many researchers have worked on neural networks 
and good achievements have been reached. The 
designed transfer function works in each neuron such 
that the proper value can be pumped out. Moody and 
Darken [1] proposed a RBFNN structure that can 
employ local receptive fields to perform function 
mappings. 

Gradient techniques [2]-[5] is widely applied to do 
learning (or training) so that a set of expected optimal 
weighting factors can be computed and then the 
network actual output can converge the desired signal. 
During the procession of learning, the learning rate is a 
vital factor, which affects the speed of learning. 
Authors [2] proposed an approach that dynamic 
optimal learning rates for training a fuzzy neural 
network can be found. On the other hand, genetic 
algorithms [6]-[9], which have globally searching 
characteristic, are also commonly used in many areas. 

In this paper, we presented a methodology that 
Gas are applied to seek optimal centers of RBFN 
while the approach for finding dynamic optimal 
learning rates is appended into them. Therefore the 
total error between the actual and desired data can be 
dramatically decreased. The optimal weighting factors 
and centers of RBFNN can be obtained faster. A 
simulation example is presented so that it can illustrate 
the performance of the proposed method. 

2. RBF Neural Network Based On GA 
And Dynamic Optimal Learning Rate 

In 1988, Moody and Darken [1] proposed a network 
structure, namely, a radial basis function network, 
which employs local receptive fields to perform 
function mappings F:ℜ N→ℜ ..  
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Fig. 1: Radial basis function network. 

As shown in Figure 1, d is desired signal and response 
function Ri and output of network f are defined as 
follows:  

]exp[)( 22
iii cxxR σ−−=     (1) 

and   yj = )()(
1

ji

M

i
ijj xRwxf ∑

=
=     (2) 

where x  ∈ ℜ N is a input vector, ic ∈ ℜ N is a center 
vector in the input space, σi∈ R is a width parameter, 
W=[w1,�,wM]∈  ℜ M is a weighting vector.  
Given a set of training vectors, which forms the 
training matrix X∈ ℜ N×P, it is desired to use the 
gradient technique [2]-[5] to train the above network 
so that the actual outputs converge to the desired 
outputs d’s. The error function ei is defined as  

ei = yi − di          (3) 
Then we have the total squared error J: 
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where ],...[ 1 Peee = T.  
To update weighting factor W, the gradient 

method is applied:  
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where βt is a learning rate at iteration t.  
We apply the theorem 1 in [5] so that the optimal 

learning rate βt can be obtained. Therefore, we can 
guarantee that the system is stable and converges 
faster. In order to find the optimal centers  ci, we apply 
the genetic algorithm [6]-[9]. By redefining population 
in [5] as Pop ={ci}, ci∈ [cmin, cmax], we mostly follow 
the algorithm II proposed in [5]. 

3. Simulation Example 

For simulation, we get a segment signal data from 
Matlab file “mtlb” to do the filtering processing. The 
parameters are given as the number of hidden layer 
M=15, the length of input vector N=6, population size 
Pop_size=30, Max_gen=40, Iteration=400, cmin= -2, 
cmax=0.7, fixed σi= 0.5, Threshold =0.01. 

After 400 iterations, we show the network output 
and the desired signal in Fig. 2. The trajectory of total 
error J is showed in Fig. 3. We notice that the value of 
J is always decreased and not much changed after 
300th iteration. The norm trajectory of weighting 
factor vector W is showed in Fig. 4. 
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Fig. 2. (a) The output of the network, (b) the desired 

signal. 
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          Fig. 3. The trajectory of the total error J 
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 Fig. 4 The norm trajectory of weighting factor 
vector W. 

 

4   Conclusion 

In this paper, we constructed a RBF neural network 
and applied dynamic optimal learning approach to 
obtain optimal learning rates such that the proposed 
technique can train the network efficiently. The 
optimal center vector for hidden layer is search by 
genetic algorithm. The simulation example has 
shown that our approach is applicable. Not only the 
total error runs to convergent but the norm 
trajectories of weighting factor vector can also 
converge. 
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