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Abstract:- A special structure of a kind of matrices, $r$-block monomial and $r$-block diagonal matrices, is introduced. Theirs nonnegative Drazin inverses have been studied. The influence of these matrices on the positiveness of the trajectory of a descriptor system has been analyzed.
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## 1 Introduction

In control theory the structure of coefficients matrices plays an important role because structural properties and the solution of the discretetime control system are given using these matrices.

When the interest of the problem is based on some restrictions over the behavior of the system, then the influence of the coefficient matrices is increased.

We focus our attention on the case when nonnegative restrictions are considered. In this problem appears nonnegative matrices, that is matrices whose entries are nonnegative.

In this paper, a discrete-time descriptor system is considered, that is, a control system given by

$$
E x(k+1)=A x(k)+B u(k)
$$

When $E$ is a singular matrix the solution of this discrete-time descriptor control system involves Drazin inverses of the matrices $E$ and $A$. Now, it is worthwhile studying conditions on the nonnegativity of the Drazin inverse.

Not many results are known on the nonnegativity of generalized inverses. For instance, in [2] some properties on the nonnegativity of Moore-Penrose

[^0]inverse are studied, in [8] a characterization of nonnegative group inverse of a nonnegative block lower triangular matrix is given, and in [1] the structure of a nonnegative regular matrix, that is a matrix such that it admits a nonnegative generalized inverse, is analyzed.
In this paper, we obtain some conditions on the coefficient matrices of a descriptor system in order to the trajectory of the system belongs nonnegative when a nonnegative admissible inital state and a nonnegative control sequence are considered. For that, the $r$-block diagonal matrix concept is introduced and some properties of this kind of matrices are studied. Then, these properties allow us to obtain the desired results.

## 2 Block monomial matrices

Consider a discrete-time linear descriptor system given by

$$
\begin{equation*}
E x(k+1)=A x(k)+B u(k), \tag{1}
\end{equation*}
$$

where $E, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, k \in \mathbb{Z}_{+}$. The system is denoted by $(E, A, B)$. It is well-known (see [6] and [7]) that if the pair $(E, A)$ is regular, that is, there exists $\lambda \in \mathbb{C}$ such that $\operatorname{det}(\lambda E-A) \neq 0$, then the system has solution.

The aim of this paper is to study a special kind of matrices $E, A$ and $B$ for obtaining the positiveness
of the trajectory of the system. We also analyze the nonnegativity of the Drazin inverse of these matrices because this solution is given in terms of Drazin inverse of the matrices $E$ and $A$.

Firstly, we give some new definitions.
Definition 1 A block permutation matrix $P$ is a matrix decomposed in blocks such that it has precisely one identity block matrix in each row and column and the rest of blocks are zero.

Definition 2 Let $A$ be an $n \times n$ nonnegative matrix. A is a r-block monomial matrix if there exists a block permutation matrix $P$ such that $A P=$ diag $\left[A_{i}\right]_{i=1}^{r}$, where each block $A_{i}$ has rank one. If $P=I$ it is said that $A$ is a $r$-block diagonal matrix.

In the following proposition we can see that a special structure of blocks $A_{i}, i=1, \ldots, r$, characterizes the symmetry of the matrix.

Lemma $1 A$ nonnegative matrix $A$ is symmetric matrix of rank one if and only if $A=v v^{T}$.

Proof. If $A=v v^{T}, A$ is a symmetric matrix of rank one.

On the other hand, if $A$ is a symmetric matrix of rank one,

$$
\begin{aligned}
A & =\left(\begin{array}{lll}
a_{1} & a_{2} & \cdots \\
a_{n}
\end{array}\right)= \\
& =a_{11}\left(\begin{array}{cccc}
1 & \alpha_{1} & \cdots & \alpha_{n-1} \\
\alpha_{1} & \alpha_{1} \alpha_{1} & \cdots & \alpha_{1} \alpha_{n-1} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{n-1} & \alpha_{n-1} \alpha_{1} & \cdots & \alpha_{n-1} \alpha_{n-1}
\end{array}\right) \\
& =a_{11}\left(\begin{array}{c}
1 \\
\alpha_{1} \\
\vdots \\
\alpha_{n-1}
\end{array}\right)\left(\begin{array}{lllc}
1 & \alpha_{1} & \cdots & \alpha_{n-1}
\end{array}\right)
\end{aligned}
$$

Thus, $A=v v^{T}$.
Without loss of generality we shall consider the $r$-block diagonal matrix $A=\operatorname{diag}\left[A_{i}\right]_{i=1}^{r}$ instead of $r$-block monomial matrix.

Next, we study the Drazin inverse of a $r$-block diagonal matrix, in order to obtain some nonnegative properties of these matrices, for that, we shall use the index of the matrix $A$. Remember that this index is the smallest nonnegative integer such that
$\operatorname{rank}\left(A^{q}\right)=\operatorname{rank}\left(A^{q+1}\right)$. Along this paper it is denoted by $\operatorname{ind}(A)$.

Proposition 1 Consider a $r$-block diagonal ma$\operatorname{trix} A$ with $A_{i}=v_{i} v_{i}^{T}$, and $v_{i} \geq 0, i=1, \ldots, r$.
(i) $\operatorname{ind}(A)=1$.
(ii) $A^{D}=\operatorname{diag}\left[A_{i}^{D}\right]_{i=1}^{r}$, where

$$
A_{i}^{D}=\frac{v_{i} v_{i}^{t}}{\left\|v_{i}\right\|_{2}^{4}}
$$

for $i=1, \ldots, r$.
(iii) $A A^{D}$ is a symmetric matrix of rank one.

Proof. (i) Since $A_{i}=v_{i} v_{i}^{T}$, then $\operatorname{rank}\left(A_{i}\right)=1$ and

$$
A_{i}^{2}=v_{i}^{T} v_{i} A_{i}
$$

Thus, $\operatorname{rank}\left(A_{i}^{2}\right)=\operatorname{rank}\left(A_{i}\right)$, and $\operatorname{ind}\left(A_{i}\right)=1$. From the diagonal structure of matrix $A$, then

$$
\operatorname{rank}\left(A^{2}\right)=\operatorname{rank}(A)=r
$$

and $\operatorname{ind}(A)=1$.
(ii) The Drazin inverse of $A$ is a matrix $A^{D}$ which satisfies the following conditions (see [3] and [5])

$$
\begin{align*}
A^{D} A A^{D} & =A^{D} \\
A^{D} A & =A A^{D}  \tag{2}\\
A^{D} A^{k+1} & =A^{k}, k \geq \operatorname{ind}(A)
\end{align*}
$$

Consider $A=\operatorname{diag}\left[A_{i}\right]_{i=1}^{r}$ such that $A_{i}=v_{i} v_{i}^{T}$, and its Drazin inverse $A^{D}=\operatorname{diag}\left[A_{i}^{D}\right]_{i=1}^{r}$. For $i=1, \ldots, r$, it is easy to prove that the matrix

$$
\frac{v_{i} v_{i}^{t}}{\left\|v_{i}\right\|_{2}^{4}}
$$

satisfies the Drazin inverse conditions (2).
(iii) From (ii)

$$
A_{i} A_{i}^{D}=\frac{A_{i}}{\left\|v_{i}\right\|_{2}^{2}}
$$

Thus, $A A^{D}$ is also a symmetric matrix.
Note that from above proposition the Drazin invese of a $r$-block diagonal matrix is nonnegative.

## 3 Positive descriptor systems

Consider the discrete-time linear descriptor system $(E, A, B)$ given in (1). For an initial state $x(0) \in \mathcal{X}_{0}$, where $\mathcal{X}_{0}$ denotes the admissible initial conditions set, and a sequence control $u(j)$, $j=0,1, \ldots, k+q-1$, the state solution of this system is given by

$$
\begin{gather*}
x(k)= \\
=\left(\widehat{E}^{D} \widehat{A}\right)^{k} \widehat{E}^{D} \widehat{E} x(0)  \tag{3}\\
+\sum_{i=0}^{k-1} \widehat{E}^{D}\left(\widehat{E}^{D} \widehat{A}\right)^{k-i-1} \widehat{B} u(i) \\
-\left(I-\widehat{E}^{D} \widehat{E}\right) \sum_{i=0}^{q-1}\left(\widehat{E} \widehat{A}^{D}\right)^{i} \widehat{A}^{D} \widehat{B} u(k+i),
\end{gather*}
$$

where

$$
\begin{aligned}
& \widehat{E}=(\lambda E-A)^{-1} E, \\
& \widehat{A}=(\lambda E-A)^{-1} A, \\
& \widehat{B}=(\lambda E-A)^{-1} B,
\end{aligned}
$$

and $q=\operatorname{ind}(\widehat{E})$. Note that, $\widehat{E} \widehat{A}=\widehat{A} \widehat{E}$. This property is a basic condition to obtain the solution of the system in terms of the Drazin inverses of matrices $\widehat{E}$ and $\widehat{A}$.

We give the following definition used along the paper.

Definition 3 (see [4]) The system (1) is positive if, for every $x(0) \in \mathcal{X}_{0} \cap \mathbb{R}_{+}^{n}$, and for every nonnegative control sequence $u(j) \geq 0, j \geq 0$, the state trajectory belong to $\mathbb{R}_{+}^{n}$, that is

$$
x(k)=x\left(k, x_{0}, u(\cdot)\right) \in \mathbb{R}_{+}^{n}, \forall k \geq 0
$$

Firstly, we give the following proposition for autonomous case. .

Proposition 2 Consider a discrete-time descriptor system $(E, A)$. If $E$ is a $r-b l o c k$ diagonal symmetric matrix, $A$ is a nonnegative matrix and the matrices $E$ and $A$ commute, then the system is positive, for every initial state $x(0) \in \mathcal{X}_{0} \cap \mathbb{R}_{+}^{n}$.

Proof. By proposition $1, E^{D}$ is a nonnegative matrix and then

$$
x(k)=\left(E^{D} A\right)^{k} E^{D} E x(0) \geq 0
$$

for every initial state $x(0) \in \mathcal{X}_{0} \cap \mathbb{R}_{+}^{n}$.
From the solution (3) it is worthwhile studying the matrix $\left(I-E^{D} E\right)$ when the case with controls is considered.

We denote

$$
\mathcal{C}_{v}=\left\{x \in \mathbb{R}^{n}: v^{T} x \leq \min \left(x_{i}, i=1 \ldots, n\right)\right\}
$$

Proposition 3 Consider the matrix $I-E^{D} E$, where $E$ is a $r$-block diagonal symmetric matrix. Then,
(i) $\operatorname{rank}\left(I-E^{D} E\right)=n-r$.
(ii) The vector $\left(I-E^{D} E\right) x$ is nonnegative, for all $x \in \mathcal{C}_{v}$.

Proof. (i) The matrices $E^{D} E$ and $I-E^{D} E$ are projectors matrices, because they verify the projector property $P^{2}=P$. Thus, $E^{D} E$ and $I-E^{D} E$ are complementary matrices and

$$
\operatorname{rank}\left(I-E E^{D}\right)=n-\operatorname{rank}\left(E E^{D}\right)=n-r
$$

(ii) For simplify the proof we consider that matrix $E$ has only one block, $E=v v^{T}$ with

$$
v=\left[\begin{array}{c}
v_{1} \\
\vdots \\
v_{n}
\end{array}\right]
$$

For the construction of $E^{D} E$, the matrix $I-E^{D} E$ is given by

$$
\begin{gathered}
I-E^{D} E=\frac{1}{\|v\|_{2}^{2}}\left(\begin{array}{cccc}
v^{T} v-v_{1}^{2} & -v_{1} v_{2} & \ldots & -v_{1} v_{n} \\
-v_{1} v_{2} & v^{T} v-v_{2}^{2} & \ldots & -v_{2} v_{n} \\
\vdots & \vdots & \ddots & \vdots \\
-v_{1} v_{n} & -v_{2} v_{n} & \ldots & v^{T} v-v_{n}^{2}
\end{array}\right) .
\end{gathered}
$$

That is, this is a symmetric matrix. We consider

$$
\left(I-E^{D} E\right) x=b
$$

By a technical process can be proved that $b$ cannot be negative, and then its entries must be nonnegative.

In the next result a characterization of positive descriptor system is given.

Proposition 4 Consider a discrete-time descriptor system $(E, A, B)$ with $E A=A E$ and $E$ is a $r$-block diagonal symmetric matrix, $A \geq 0, B \geq 0$. Then, $\left(I-E^{D} E\right) A^{D} B \leq 0$ if and only if the system is positive.

Proof. Since $q=1$ and writting

$$
x(k)=E^{D} E x(k)+\left(I-E^{D} E\right) x(k),
$$

the trajectory of discrete-time descriptor system $(E, A, B)$ is given by

$$
\begin{aligned}
E^{D} E x(k)= & \left(E^{D} A\right)^{k} E^{D} E x(0) \\
& +\sum_{i=0}^{k-1} E^{D}\left(E^{D} A\right)^{k-i-1} B u(i) \\
\left(I-E^{D} E\right) x(k)= & -\left(I-E^{D} E\right) A^{D} B u(k) .
\end{aligned}
$$

Using the hypothesis and by proposition $1, E^{D} \geq 0$ and $E^{D} E x(k)$ is nonnegative for every $x(0) \in \mathcal{X}_{0} \cap$ $\mathbb{R}_{+}^{n}$, and for every nonnegative control sequence $u(k) \geq 0, k \geq 0$.

If $\left(I-E^{D} E\right) A^{D} B \leq 0$, then $x(k)$ is nonnegative. If the solution of the system is nonnegative, when consider $x(0)=0$,
$\left(I-E^{D} E\right) A^{D} B u(k) \leq \sum_{i=0}^{k-1} E^{D}\left(E^{D} A\right)^{k-i-1} B u(i)$,
for every nonnegative control sequence $u(k) \geq 0$, $k \geq 0$. In particular, taking $k=1$,

$$
\left(I-E^{D} E\right) A^{D} B u(1) \leq E^{D} B u(0) .
$$

Considering $u(0)=0$ and $u(1)=e_{i}$, then $\left(I-E^{D} E\right) A^{D} B \leq 0$.

Note that if $E=\operatorname{diag}\left[v_{i} v_{i}^{T}\right]_{i=1}^{r}$ with $\left\|v_{i}\right\|_{2}=$ $1, i=1, \ldots, r$, then, under the hypothesis of the above proposition, the system is positive if and only if $A^{D} B \leq E A^{D} B$.

Now, we discuss the positiveness of the system using proportional state-feedbacks. Note that, if we apply a state feedback $u(k)=F x(k)$ to the system $(E, A, B)$ given in (1), then the closed-loop system is given by

$$
E x(k+1)=(A+B F) x(k)
$$

and it is easy to prove the following results.

Corollary 1 Consider a discrete-time descriptor system $(E, A, B)$. Suppose that $E$ is a $r$-block diagonal symmetric matrix and matrices $E$ and $A$ commute. If $A \geq 0$, there exists a state-feedback $u(k)=F x(k)$ such that $B F \geq 0$ and

$$
\left(I-E^{D} E\right) A^{D} B F=0
$$

then the system is positive.
Proposition 5 Consider a discrete-time descriptor system $(E, A, B)$. Suppose that $E$ is a $r$-block diagonal symmetric matrix. If there exists a statefeedback $u(k)=F x(k)$ such that

$$
A+B F \geq 0
$$

with $E B F=B F E$, then the closed-loop system is positive.

## 4 Conclusion

In this work, the concepts of $r$-block monomial and diagonal matrices are introduced. Properties of these matrices have been studied. In particular, the nonnegativity of the Drazin inverse of a $r$-block diagonal symmetric matrix is shown. Some properties of this kind of matrices are used to obtain a nonnegative trajectory of a discretetime descriptor system. Finally, the positiveness of the system using proportional state-feedbacks is discussed.

## References:

[1 ] R. B. Bapat, Structure of nonnegative regular matrix and its generalized inverses, Linear Algebra and its Applications, Vol. 268, 1998, pp. 31-39.
[2 ] A. Berman and S. K. Jain, Nonnegative generalized inverses of powers of nonnegative matrices, Linear Algebra and its Applications, Vol. 107, 1988, pp. 169-179.
[3 ] A. Berman and R.J. Plemmons. Nonnegative Matrices in the Mathematical Science, Academic Press, New York 1979.
[4] R. Bru, C. Coll and E. Sánchez, About positively discrete-time linear descriptor systems. In the book Systems and Control: Theory and Applications (World Scientific and Engieneering Society Press), 44-48,(2000).
[5] S. L. Campbell and C.D. Mayer Generalized Inverses of Linear Transformations, Dover Publications, New York 1991.
[6 ] L. Dai, Descriptor Control Systems, SpringerVerlag, New York (1989).
[7] T. Kaczorek, Linear Control Systems. John Wiley\&Sons, New York (1992).
[8 ] M. Neumann and H. J. Werner, Nonnegative group inverses, Linear Algebra and its Applications, Vol. 151, 1991, pp. 85-96.


[^0]:    *Partially supported by spanish grants BFM2001-2783 and BFM2001-0081-C03-02

