An Analysis of the External Hashing Algorithm
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Abstract: The time required to solve a problem is one of the most important measures in evaluating
an algorithm. The time is also called the search cost of the algorithm. The probability distribution of
the frequency of access on an individual key plays a crucial role in the analysis of the average search
cost of algorithms.In consideration of the frequency of access on each key,a mathematical analysis of
the external hashing algorithm is proposed,and some test results obtained from the proposed formulae
are presented.
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2 Basic Properties of the Exter-

1 Introduction nal Hashing

Hashing is an important technique widely used to
provide fast access to information stored in ex- Bucket Size b
ternal storage devices as well as in main memory. o +——[[~TITIT-1INM
The external hashing algorithm allows the records
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to be stored in a potentially unlimited space of

storage,therefore it is possible to place the vast

quantities of records without the limit of the num- {1 I - IENND

ber of records.

In this paper, we propose a mathematical anal- > B NN

ysis to exactly evaluate the average search cost

of the external hashing algorithm concerning the +—{ 1~ 11111~ 110

probability distribution of the frequency of access Hach Table

on each key. First,we review the basic proper-

ties of the external hashing, and give an impor- Figure 1: The External Hashing Scheme

tant conception of the search cost of algorithms.

Then,we provide our analysis and present some

numerical test results. Fig.1 shows the external hashing
scheme.The hash table has M positions indexed
by 0,1,...,M — 1 and it contains the headers of
M linked lists.The elements of the :—th list are a
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set of records whose value of hash function h(z)
is equal to 7z,namely, where the elements have the
same hash address z.

We assume that N keys (records)are uniformly
mapped into the hash table of size M by a hash
function,and each of the MM possible hash se-
quences ap,dag,...,any (0 < a; < M) is equal
likely,where a; denotes the hash address of the
j—th key to be inserted into the table.

Let Py be the probability that the number of
keys on any list is equal to & (0 < k£ < N).

There are ways to choose the set of j (1 <

N
k
J < N) such that k keys have an identical value a;
and (M — 1)N=* ways to assign value to the other
a's. Therefore, Pyy, is the binomial probability as

follows,

Pyp = ( fZ ) (M — 1)N=F /N
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As shown in Fig.1 as well, the records with the
same hash address are grouped into buckets con-
taining b records and the buckets are linked to the
hash table header each. If more than b keys have
the same hash address, an appropriate number of
buckets are chained together in a linked list. In
this paper,we denote by b the bucket size and by
a the load factor (e = N/(Mb)) respectively.

It is well-known that the time required to solve a

problem is one of the most important measures in
evaluating an algorithm. This time is also called
the search cost of an algorithm. The search cost
of an algorithm is the product of the number of
probes and the frequency of access on a key.

If the frequency of access on a key is uniform,
the average search cost of the separate chaining
technique is independent of the order of the in-
sertion. However,if the frequency of access is not
uniform, the inserting order then plays a crucial
role. Search cost considering frequency of access
on keys gives the exact evaluating about the per-
formance of an algorithm. In our analysis we need
to derive the evaluation formulae of search cost
considering the frequency of access on an individ-
ual key and the concrete probability distribution

of the number of the probes. We can see that

this consideration is appropriately for evaluating
correctly the search cost with its actual behavior.

3 Proposed Analysis

It is necessary to clarify the relationship between
the inserting order of a key and its locating posi-
tion in a list for constructing a model in consider-
ation of the frequency of access on keys. This idea
leads us to the following proposed analysis.

Suppose N keys are inserted into a list with the
order ayas . ..an. Assuming that keys are inserted
successively at the head of a list illustrated in Fig.
2. We call this case Case 1.
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Figure 2: Case 1: a new key is inserted at the head
of a list

j—1
distribute the (N — ¢) keys into the front (j — 1)
positions of a list with k& keys, and similarly

1—1
k—j
the rear (k — j) positions of the list. The prob-
ability that the sth inserting key will be located
in the jth position from the head of a list with &

keys can be expressed as follows,
) - (2)
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On the other hand, assuming that keys are in-
serted at the tail of a list, we call this case Case 2
that is illustrated in Fig. 3. In Case 2, the prob-
ability that the ¢th inserting key will be located
in the jth position from the head of a list with &

keys becomes
1—1
) G ) (i) o

There are possible combinations to

) ways to distribute the (i — 1) keys into

N -1
k-1

i—1
k=

N —1
k—j

N -1
k-1
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Figure 3: Case 2: a new key is inserted at the tail
of a list

In the analysis of the search cost, let p; be the
probability that the i-th key inserted will be re-
trieved, i.e. p; is the probability of the frequency
of access on the i-th key,and let v;; be the proba-
bility that the j-th key from the head of a list with
k keys will be probed. For Case 1,the probability
Yk; can be expressed as follows,

i::(J—l)( )p/<

i—1 N -1
k—j k-1

(4)

where 7 > 7 > 1.
For Case 2,the probability yi; becomes

where 7 > 57 > 1.

When the frequency of access on a key is uni-
form, in Case 1 and Case 2, the probability that
the j-th key from the head of a list with &k keys
will be probed becomes v;; = 1/k (1 < j <k).

In this analysis of the external hashing, assum-
ing that the keys with the same hash address are
inserted in order from the head of a bucket, if the
number of these keys are more than the bucket
size b, a new bucket is linked at the end of the
just previous bucket. Therefore, the keys located
between the ((A — 1)b 4 1)-th and the hb-th posi-

tion from the head of a linked list are stored into

the h-th bucket.During searching, the keys in a
bucket will be accessed by a bucket unit.

Let g, be the probability that a key is probed
with the number of accesses h .The probability
gy, will be given by

Z Z'Yk]PNka

j=(h=1)b+1 k=]

Aand A = [N/b]. In (6) we

(6)

gNn =

where h = 1,2,...,
get yx; from (5) and Pny from (1) respectively.

Here,for a successful searching,we can derive the
evaluation formulae of the average and the vari-
ance of the search cost, namely,Sy and Vy as (7)
and (8),

A N
Sy = Zh(INh/ZPNk
h=1 k=1
A N
= > h Z Z wiPne /Y P
h=1 j=(h—1)b+1k=j k=1
(7)
and
A hb N N
Vy = th Z Z’ijPNk ZPNI«—S?\P
h=1  j=(h—1)b+1k=j k=1

(8)

The formulae (7) and (8) can exactly evaluate
the average and variance of the search cost with
any probability distribution of the frequency of
access.

Under the assumption that the frequency of ac-
cess on a key is uniform it is possible that Sy is
represented concisely by Poisson approximation.
As the result of approximation, Sy can be repre-
sented concisely by the load factor a,bucket size b
and the function R(a,b) as follows,

SN —ab b)hb+1

= 1+Z



s {R(a/h, hb)(a — h)(hb+ 1)/(hab) + h/a}]

JI(hb+ 1)1(1 = e=*")]). (9)

4 Numerical Tests

The proposed evaluation formulae can evaluate
the average search cost in accordance with any
probability distribution of the frequency of access
for a successful search. In this numerical tests,we
assume the new key is inserted at the tail of a list
and hash table size is M = 50.

1. The probability of the frequency of access on
each key is equally likely, called “uniform”, p;
holds the relation p; = 1/N (1 <i < N).

2. The probability of the frequency of access on
a key is reduced in half according to the order
of inserting a key,called “binary”, p; takes the
relation p; = ¢/2°=1 (1 < i < N), where
c=1/(2—2'N).

Y

3. The probability of the frequency of access on
a key is reduced harmonically with the in-
serting order of a key, called “Zipf’s law” the
probability is p; = ¢/1 (1<i< N), where

¢ =1/Hy and Hy is the harmonic number,
N

Hy = Z 1/k.

k=1

Fig.4 shows the numerical results obtained by
the proposed evaluation formula (7) with above
three different probability distributions such as
“uniform”, “binary” and “Zipf’s law”. The nu-
merical behavior shows that it is possible to eval-
uate the average search cost appropriately in ac-
cordance with the frequency of access on a key by
the proposed analysis.

From the results,we can see the following facts:
fixed the bucket size b the asymptotic average
search cost will increase with increasing the load
factor a; while,fixed the load factor a the aver-
age search cost will decrease slightly with increas-
ing the bucket size b. And,when the frequency
of access on a key reduces quickly according to
the inserting order, the average search cost is very
good,for the case that the keys with the same hash

Search Cost (Uniform)

35
3
25

Load Factor® 35 1E '5 12

Search Cost (Binary)

2 -
18
16
14

Load Factor® 35 1E '5 12

>earch Cost (Zipf'sLaw)

2 -
18
16
14
12

Figure 4: The Results of Numerical Tests



address are inserted in order from the head of a
bucket, and a new bucket is linked at the end of
the previous bucket.

5 Conclusions

Taking account of the frequency of access on an in-
dividual key we have analyzed mathematically the
average and variance of the search cost of the ex-
ternal hashing. The proposed analyses have clar-
ified the relationship between the inserting order
and the locating position of keys. The proposed
evaluation formulae have been derived from the
concrete probability distribution of the number of
accesses.
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