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Abstract� � The operator equation of the 
rst kind is considered as a mathematical model for some applied
inverse problems� The input data are given in discrete and noized form� that make the problem of the
solution of the operator equation ill�posed� The regularization based on the Full Spline Approximation
Method �F�S�A�M�� is proposed� It consists in the recursive using of four steps� 
� pre�smoothing the
right�hand side of the equation� �� application� possibly with precondition� a spline collocation scheme
�pre�reconstruction�� �� post�smoothing of the pre�reconstructed solution� �� checking up the stop rule�
The F�S�A�M� di�ers from the previously proposed and justi
ed by the author Spline Approximation
Method �S�A�M�� by� 
� the presence of the precondition and the post�smoothing� �� realisation of
the pre� and post�smoothing in the spline spaces of possiblly di�erent dimensions� that leads proposed
F�S�A�M� in a class of multigreed methods� The new element in the proposed method is considering the
number of the recursions and the precondition parameter as two independent regularization parameters�
The theoretical foundation of F�S�A�M� so as the results of numerical experiments for some integral
equation of electrodynamics and inverse problem of electroencephalography are presented�

Key�words� � regularization� operator and integral equations of the 
rst kind� spline� collocation� smooth�
ing�

�� Introduction

Let a linear compact injective �
� operator A� act�
ing from the Gilbert space G into G� is given� Let
li� i � 
� ���� n� be limited linear independent func�
tionals and Ln is the operator from G into Rn �
Lng � �l��g�� ���� ln�g��

T � A problem of the approx�
imate solution of an operator equation

Au � f �
�

on the known values li �f� � i � 
� ���� n� is consid�

ered� Let the right�hand side f be representative
in a kind of a sum of an exact right�hand side f
and an error � � f � f � �� with a given estimation
kLn�kRn

�
p
n � �� We will propose that f � R�A�

� the range of the operator A� � �� R�A�� thus�
the problem �
� is incorrect �unstable� ���� Let us
choose the Hilbert space U � G and a linear closed
operator L � U � G� The element vn is named by
interpolating spline ��� for given v � G� if it is a solu�
tion of a problem� kLvnkG � infg�U�v� kLgkG � U�v�



� fg � U � Lng � Lnvg � We will assume that con�
ditions of existence� uniqueness of the interpolating
spline are executed ���� Hence� we can determine an
operator Pn of spline � interpolation� that the vec�
tor Lnv for any element v associates with a spline
vn� It is known ���� that the set of all splines
forms the n � dimensional Hilbert subspace Un � U
with some basis ��� ���� �n� The space Un is com�

plete concerning the norm kukL�n � �u� u�
���
L�n� where

�u� v�L� n � Pn
i�� li�u�li�v� � �u� v�L� �u� v�L �

�Lu�Lv�G� u� v � U� The spline vn� interpolat�
ing the element v� has an orthogonal property ����
�rn� vn� v�L�n � � for any rn � Un� We will assume
that �complementary� � kgkG � kgkL�n � condition
g � U� is ful
lled for some � � const � �� and
the convergency of the interpolating spline takes
place� so that 	n � jjPnLng� gjjL� n � �� n���
g � U ���� We shall consider in general case bel�

low the di�erent spline�subspaces U
�l�
nl with bases

f��l�j g of di�erent dimensions nl for the collocation
�l � ��� for the pre�smoothing �l � 
� and for the
post�smoothing �l � ��� corresponding to construc�

tive operators L
�l�
nl � L�l�nl �g� �

�
l
�l�
� �g�� ���� l

�l�
nl �g�

�T
�

spline�interpolation operators P�l�
nl � Realization

of smoothings is based on the explicit ��� approxi�

mation operators P
�l�
nl acting from Rnl into U

�l�
nl �

P
�l�
nl L�l�nl f �

Pnl
j�� l

�l�
j �f��

�l�
j � so as

���P �l�
nl L�l�nl g � g

���
G� �� n � min�� l � � nl ��� We assume also that

the matrix V
�l�
nl � L�l�nlP �l�

nl has the eigenvalue spec�
trum 
i � � � 
i � 
� i � 
� ���� nl� To construct
the collocation scheme we need approximate the
operator A by some operator An� � acting from G
into G� and also to use some approximation of the
right�hand side� For example� if A is an integral
operator� An� means an operator with approximate
kernel� The collocation means� that the approxi�
mate solution of the equation �
� with the approxi�

mated operator and the right�hand side is located in

a kind un� �
Pn�

i�� cj�
���
j � where ci are unknown co�

e�cients� determining from the preconditioned col�
location scheme� Moreover� we will use iterative
scheme and assume that numbers nl � nl�k� are de�
pendent from the number of iteration k� that leads
proposed F�S�A�M� in a class of multigrid methods�
The foundation of the F�S�A�M� consist in� 
� justi�

cation of existence and uniqueness of the precon�
ditioned collocation spline� �� justi
cation of the
regularization properties for appropriated choice of
the regularization parameters� In a paper ��� we
generalized well known �
� and previous results of
the author ���� ��� on foundations of the collocation
scheme for the case without the proposition about
transferring by the operatorA the linear span of the
basic functions into itself and also� when the oper�
ator An� approximates the operator A in a hole
in the space G without eliminating it�s calculating
exactly main part� We justify here the existence
and the uniqueness of the collocation spline with
the precondition and generalize the regularization
properties for the case of the presence of pre� and
post�smoothing and combination with the precon�
dition by the Lavrentiev regularization �L�R���

�� Formulation of the Full Spline Approx�
imation Method and it�s Foundation

The Full Spline Approximation Method for the nu�
merical solution of the problem �
� consists in con�
structing a recuperation spline un�� by recursive us�
ing of four steps�


� pre�smoothing the right�hand side f � F of
the equation �
�� i�e�� calculation of an element yk�

yk � P
���
n��k�

L���n��k� yk��� y� � f �

�� pre�reconstruction by a preconditioned collo�
cation method for the equation �
� with the ap�
proximated operator and smoothed right�hand side�
i�e�� solving the preconditioned by the L�R� system



of linear algebraic equations �An� � �kI��c
�k� � �fk

with a matrix An� � �eaij�� eaij � l
���
i �An��

���
j ��

i� j � 
� ���� n� I is the identical matrix� �k is a
positive numerical parameter� the right�hand side
�fk � L���n� �yk�� relatively components of a vector

�c�k� � �c
�k�
� � ���� c

�k�
n� �

T used in the location un��k� �Pn��k�
i�� c

�k�
j �

���
j of the collocation spline�

�� post�smoothing� i�e� calculation the splines

eun��k� � P
���
n��k�

L���n��k�un��k�� yk � P
���
n��k�

�An� �

�kI�L���n��k�eun��k��
�� stop rule comparing� if the discrepancy rk �

jjL���n����f �L
���
n����

ykjj �
p
n��
� � �� then k �� k�
�

go to the item 
�� if rk � �� then K � k� un�� �eun��K�� stop�

We propose that the exact solution of the equa�
tion �
� with the exact right�hand side u � A��f
� U ����

Theorem� Let the hypothesis are ful
lled�


� A � A� � � in G�

��
�
L���Ag�L���g

�
G

�
�
AL���g�L���g

�
G
��

L���An�g�L
���g

�
G

�
�
An�L

���g�L���g
�
G
� for any

g � U ����

�� jjA�An� jjG�G � �n� � �� n� �� �

�� �A kgk�G � �Ag� g�L��� �n�
� for any g � U ����

�A � const � ��

�� �k � � � maxfp�n� �
p
�g�

then for su�ciently large n and small � the recu�
peration spline un�� exists� is unique and has the reg�
ularization property limn������ jju� un��jjG � ��

Proof� The justi
cation of the existence and
uniqueness of the collocation spline without the
precondition under the hypothesis 
� � �� is pre�
sented in ���� It means that the matrix An is invert�
ible� then for su�ciently small �k � � the matrix
�An � �kI� is invertible too� hence the recupera�
tion spline un�� exists and is unique� For justi
�

cation of the regularization property we note the


rst� that the operators P
�l�
nl�k�

� l � 
� � realize the
smoothing and eliminate errors from the input data
and from the pre�reconstructed spline� For exam�
ple� in the case nl�k� � n�k�� l � �� 
� �� L��� �

L���� the matrixes An� V
���
n � V

���
n � V are sym�

metrical� the procedures 
� � �� of the F�S�A�M�
can be presented in the following matrix form�

�An� � �kI�V
���
n �An� � �kI�

��V
���
n � �V ��� Hence�

the foundation of the regularization properties of
the pre� and post�smoothings can be obtained from
the results� presented in ���� ���� But here the pre�
condition by the L�R� play the main part in the reg�
ularization process for the space G� The smoothings
are important for recuperation in spaces with more
strong norms� or� by the other words� for improve�
ment of the recuperation� as we will demonstrate
in numerical experiments bellow� Let us designate
u�n� the collocation spline� constructed without the
precondition on the exact operator A and the exact
right�hand side of the equation �
�� From the results
obtained in ��� it follows the existence� uniqueness of
u�n� and it�s convergency to u in G� when n� ���
The vectors bc� � bcn�� of coe�cients of the splines u�n�
and un�� in their expansions with the basis f����i g
satisfy correspondingly to the systems of linear al�

gebraic equations Abc� � L���n� f� �An� � �KI�bcn�� �
�fK� A � fa�ijg� a�ij � li�A�

���
j �� i� j � 
� ���� n�� Due

to the discrepancy principle we have the estimation

jjL���n� f � �fK jjRn�
�
p
n� � ��� The matrixes of these

systems satisfy to estimation jjA � An� jj � �n� �
From the well�known properties of the L�R� the re�

lations follow� jjbc� � bcn��jjRn�
�
p
n� � O�

���n�
� � �

O�
p
� �

p
�n�� � �� n � �� � � �� This implies

the stability in the space G and complete the proof�



�� Solving the Integral Equations with the

Singularity in the Kernel

Let us consider a singular integral equation of the

rst kind�

Au �
Z ��

�
K�x� t�u�t�dt � f�x� ���

for the periodic on the segment ��� �
� functions u
and f � The kernel K�x� t� � �log�sin������x � t���

has the logarithmic singularity� These integral
equation is the characteristic one for a number of
applied inverse problems in electrodynamics �
�� ����

As the subspaces of spline functions U
���
n� we

use bellow the linear periodic on the segment

��� �
� splines and as U
�l�
nl � l � 
� � � the cu�

bic periodic splines� We introduce uniform grids
ti � �i � 
�hl� i � ��� ���� nl � � with a steps
hl � �
��nl � 
�� l � �� 
� �� functionals li�u�
� f�ti�� i � 
� ���� nl� G � L���� �
�� operator

L���f�t� � df�t��dt� U ��� � W
���
� ��� �
�� L�l�f�t� �

d�f�t��dt�� U �l� � W
���
� ��� �
�� l � 
� �� As a basis

we use the SchoenbergB�splines of them�th degree
sj�m�t�� m � �� 
� �� So we use in the collocation
scheme the linear splines u��t� �

Pn�
j�� cjsj���t��

t � ��� �
� with unknown coe�cients that obey
the condition� c� � cn� � Let us introduce auxil�
iary uniform grid fti����g � ti���� � ti � �ti�� �
ti���� We will use approximations An� of the op�
erator A constructed by the following formulas�

An�u �
Pn���

i�� l
�h�
i �

�

A u�si���x�� where
�

A u �

h�
Pn���

i�� K�x� ti�u�ti�� l
�h�
i u � u�ti������ It is easy

to check up that all hypothesis of the Theorem
above are ful
lled and proposed F�S�A�M� give the
regularization algorithm in L���� �
�� We have re�
alized this algorithm as a collection of MATLAB
programs� Let us put outcomes of some numerical
experiments for the exact right�hand side f�x� �


 sinx� exact solution u�t� � sin t� the noized right�
hand side f�xj� � f�xj���j � j � 
� ���� n�� f�jg are
causal errors� estimated by ��We 
xed nl�k� � n in�
dependent from the number of iterations k and cal�
culated for di�erent � � �i � ����i� i � 
� ���� 
� the
discrete quadratic mean errors r��i� of the recuper�
ation of the integral equation solution� The numeri�
cal results for di�erent n demonstrate� that� in gen�
eral� the recuperation by L�R� with pre�smoothing
�S�A�M�� is better than the recuperation by L�R�
only� but the recuperation by L�R� with pre� and
post�smoothing �F�S�A�M�� is the best� The graph�
ics of the corresponding r��� for n � �
 are pre�
sented in Fig� 
� We note that the regularization
properties of the F�S�A�M� are justi
ed in Theorem
above for arbitrary dependence nl�k� from k� such
that nl�k� 	 nl�
�� that are su�ciently large� Some
numerical experiments demonstrate the improve�
ment of the recuperation� if nl�k� increase with k�
The choice of nl�k�� that guarantees this improve�
ment is under the author�s investigation�

�� EEG Inverse Problems

Very important area of the constructed algorithms
application is Electroencephalography �EEG� In�
verse Problems� We use an approach based on the
physical model presenting a spatial distribution of
the potential 
elds caused by the neuronal current J
on the cerebral cortex only� Let us consider a model
of a head occupying an area �� consisting from two
subareas� � �

S�
i�� �i� that are restricted by two

concentric spheres S� and S� with radiuses r� and
r�� Subarea �� correspond to the brain� and �� � to
the rest part of a head� with conductivities �� and
��� We will design as �nj vectors of the exterior unit
normal for the area �j on S�� v � vj � potentials
of the electric 
eld in �j� j � 
� �� Under made
assumptions it is possible to write the EEG inverse
problem as a problem of calculating �recuperation�
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Figure 
� Errors of the recuperation of the one�
dimensional integral equation solution� �� �� � by
L�R�� ��� � by S�A�M�� ��� � by F�S�A�M�

the normal current

J � ��
�v�
� �n�

� ��
�v�
� �n�

� ���

where vi are solutions of a boundary problem�

�vi � �� in �i� i � 
� �� ���

v� � v� in S� � ���

v� � f in S� � ���

where f is the potential of the electrical 
eld mea�
sured on the scalp� Using a potential theory we
can present v�P �� P � � in a form of the poten�
tial of the simple ley with unknown density u�M��
M � S�� and obtain respectively u�M� an integral
equation

Au � 


�


Z Z
S�

u�M�

r�P�M�
dS��M� � f�P �� ���

where P � S�� r�P�M� is a distance between points
M and P � We will locate in a spherical system of
coordinates the density u��� �� as a bilinear peri�
odic spline s��� �� �

PN
i��

PM
j�� ci�j si�� ��� sj� �����

��� �� � D � ��� �
� 
 ��� 
�� B�splines are con�
structed on the corresponding uniform grids� The
pre� and post�smoothing are realized by bicubic pe�
riodic splines� The approximation of the operator
A is constructed similarly to the approximation of
the integral operator of the equation ���� It is pos�
sible to choose the corresponding spaces and check
up the ful
llment of all hypothesis of the Theorem�
that guarantees the regularization of the density
recuperation by the F�S�A�M� in the space L��D��
hence� the stability of the current recuperation�

Let us put outcomes of some numerical experi�
ments on the model example� that con
rm the sta�
bility of the current recuperation by proposed al�
gorithm� We supposed r� � �� r� � �� �� � ��
�� � 
 and solved the 
rst the direct problem�
when for given J � sin�� � �� we calculated ap�
proximately coe�cients of the spline s��� ��� con�
sidered as solution of the corresponding to the for�
mula ��� the Fredholm integral equation of the sec�
ond kind� Obtained coe�cients we used to calculate
the �exact� values of the potential on the sphere S��
Then we formed noised data of the right�hand side
of the equation ��� by adding causal errors to cal�
culated �exact� values� We used the simple variant
of F�S�A�M� with the same grids in recursions with
number of units N � �
� M � �
� We demonstrate
in a Fig� � the recuperation of the current J on
the sphere S� for � � ���� We have the best results
of reconstruction by F�S�A�M�

Some results of S�A�M� application to the coe��
cient inverse problems of heat�conduction� identify�
ing of characteristics of the porous media of con
ned
aquifers� and some another EEG inverse problems
are presented in ���� ���� ����
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Figure �� The recuperation of the current J in EEG
inverse problem� graph �a� � the exact J � graph
�b� � recuperation by L�R� only� graph �c� � recu�
peration by S�A�M�� graph �d� � recuperation by
F�S�A�M�
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