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Abstract: - Parallel programming is very interesting today. Many employment can be individuate for this technology. 
For example in physical processes modeling or in the simulation of cardiac dynamics. It is clear that heavy load 
computational applications are appropriate for test parallel programming and parallel architectures. In the Polytechnic 
of Bari our research group, cooperating with Italian Space Agency and Telespazio, are investigating on parallel 
application in remote sensing image retrieval for the research project ASI-PQE20001. 
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1 Introduction 
Due to the technological progress in parallel 
processing systems and their increasing availability for 
scientific and commercial applications, the appropriate 
development of optimum parallel programs is a 
challenging task for software engineers of parallel 
systems. 
 Besides other aspects, the objective to design and 
implement parallel programs showing optimum 
performance when being executed on a parallel 
processing system, is the most crucial one in the whole 
development cycle.  
 Within the parallel processing activities, the major 
goal is to establish a software development 
methodology performance oriented. The methodology 
is based on high level, graphical, hierarchical parallel 
program specifications supporting predictability of the 
execution behavior. Tools under development in Pisa 
University (research on "Architectures and 
Programming Tools for High Performance 
Computing" at University of Pisa under the guide of 
professor Marco Vanneschi) will provide possibilities 
of expressing the 'algorithmic idea' of a parallel 
application in a graphical fashion, focusing the 
communication behavior of the program. Performance 
predictions based on this application skeleton should 
help to make performance efficient design choices 
ahead of the full implementation.  
It is clear that parallel processing is ideal for high load 
computational application. According to ASI2 and 
Telespazio, and starting from previous research 
activity of the authors of this paper, it has been 
selected the image data-base retrieval as application 
for parallel implementation. 

Considerable advances in information technology, 
broadband networks, high-powered workstations, and 
data compression standards have made it possible to 
realize huge image databases. The main problem in the 

creation and management of large image databases 
regards the modality of efficient image indexing.  
Traditional indexing by keywords, due to the high cost 
and the dependence on operator's vocabulary should be 
replaced by more efficient automatic indexing 
techniques. The majority of the techniques presented 
in literature works on pictorial images.   
During these years our research group was addressed 
to the study of new automatic indexing techniques and 
image retrieval in pictorial image database. 
Image features commonly used to describe the image 
syntactical content in automatic processing (no human 
assistance) are color, shape, texture, brightness, 
angular spectrum distribution, etc.  
Recently, some indexing  and retrieval techniques was 
applied on geographic database with interesting 
performance on satellite images, including Thematic 
Mapper (TM), MultiSpectral Scanner (MSS), 
Synthetic Aperture Radar (SAR) and satellite 
photos[5,6]. 
 According to the previous remarks it has been 
started the rewriting stage of tested algorithms, written 
for Matlab environment. A software timing simulator 
has been developed in simulink-matlab to evaluate the 
parallel implementation performance.  
 This paper is organized as follow, in section two 
the parallel programming style and tools are discussed, 
in section three the features extraction techniques used 
to index the database are summarized, the image 
database retrieval system is shown in section four, the 
parallel architecture, simulators and experimental data 
are described in section five. In section six we 
conclude with the future objects of our research. 
 
 
2 Parallel programming style and tools 
There are two large classes of parallel programs:  
programs whose specifications describe ongoing 



behavior and interaction with an environment, and  
programs whose specifications describe the relation 
between initial and final states.  
 A low impact approach is in initially development 
of primary programming model that combines the 
standard sequential model with a restricted form of 
parallel composition that is semantically equivalent to 
sequential composition. This programs can be 
reasoned about using sequential techniques and 
executed sequentially for testing.  
 They are then transformed for execution on typical 
parallel architectures via a sequence of 
semantics-preserving transformations, making use of 
programming models (composition of stream parallel 
skeletons such as pipelines and farms). 
 The transformation process for a particular 
program is typically guided and assisted by tools that 
predict or evaluate performance of  the final parallel 
program and its matching on the parallel  architecture. 
 Transformations may be applied manually or via a 
parallelizing compiler. It is clear that the real 
(operative) problem is in the looped/unbalanced cases. 
In these cases an expansive tuning process can be 
performed. 
 A well tested strategy is the use  of composition of 
stream parallel skeletons such as pipelines and farms 
[23]. 
By looking at the ideal performance figures assumed 
to hold for these skeletons, [16] shows that any stream 
parallel skeleton composition can always be rewritten 
into an equivalent "normal form" skeleton 
composition, delivering a service time which is equal 
or even better to the service time of the original 
skeleton composition, and achieving a better 
utilization of the processors used.  
 Skeleton based programming models represent an 
interesting research  field  in parallel programming 
models. Cole introduced the skeleton concept in the 
late 80's [15]. Cole's skeletons represented parallelism 
exploitation patterns that can be used to model 
common parallel applications. Many researchers 
investigated  skeletons as constructs of an explicitly 
parallel programming language [17, 18, 19,20].  
 In general a skeleton can be understood as a higher 
order function taking one or more other skeletons or 
portions of sequential code as parameters, and 
modeling a parallel computation out of them. The 
skeleton can be applied therefore to different parallel 
applications, all exploiting the same kind of 
parallelism: the one encapsulated by the skeleton used.  
 In order to implement parallelism using skeletons 
on parallel architectures, compiling tools based on the 
concept of the implementation template have been 
developed [15, 21, 22]. Therefore, the process of 
generating parallel code from a skeleton source code 
can be performed by selecting  the skeleton matching  

the source code and deriving a corresponding set of 
implementation templates [15]. 
 It is clear that different rewriting techniques/style 
can been developed that allow skeleton programs to be 
transformed/rewritten into equivalent ones, achieving 
different performance when implemented on the target 
architecture [17].  
The  rewriting can be also driven by analytical and/or 
heuristic  performance models associated with the 
implementation templates of the skeletons.  
 In our test an MPI based parallel architecture is 
used to evaluate the performance of  rewritten 
sequential Matlab and C code in SkIEcl [8, 13] and 
ASSIST [12] environments   
 
 
3 Retrieval algorithms 
Aim of this experience is the evaluation of parallel 
implementation of tested [1-5] retrieval algorithm 
based on image features like: angular spectrum, color 
histogram, Hough transform, Gabor transform, pattern 
directionality, local brightness and roughness. 
 In the following the features extraction algorithms 
are shortly presented as basic functions. A complete 
presentation  of  algorithms and performance can be 
found in [6,7]. 
 
3.1 Angular spectrum module 
Raster imageÆ 0.1 filtering  (convolution) Æ 
resampling Æ2D Fourier transform  Æ Cartesian/polar 
spectrum transformation Æ application of a boundary 
threshold and "cleaning of the spectrum" Æ reading by 
band of the angular spectrum Æ signature generation. 
 
3.2 Hough transform 
Raster image Æ 0.1  filtering (convolution)  Æ 
resampling Æ finding edge with  Canny algorithmÆ 
computing Hough transform Æ signature generation. 
 
3.3 Colors-brightness histogram 
Raster imageÆ color space transform from RGB to 
CEILAB Æ color component separation of color 
histogram computing (for every component) Æ 
signature generation. 
 
3.4 Local directionality 
Raster imageÆ 0.1 filtering (convolution) Æ 
undersamplingÆ 25 sub image extraction Æ 
the following steps are repeated 25 times: 

( ) 2/G VH ∆+∆=∆  is calculated, where H∆   

and V∆   represent Sobel operator 3*3  (vertical and 

horizontal)Æ ( ) 21 //tan HV πθ +∆∆= − is 
calculated Æ thresholding , 
Æ signature generation. 



 
3.5 Local brightness 
Raster imageÆ 0.1 filtration Fn (convolution) Æ 
undersampling Æ 25 sub images extraction Æ 
the following step is repeated 25 times: 

mean local brightness determination,  
for each subimage a 16 level quantization is applied Æ 
signature generation. 
 
3.6 Roughness 
Raster image Æ 0.1 filtering (convolution) --> 
undersampling Æ 25 sub image extraction Æ 
the following step are repeated for 25 times : 

local roughness determination in accordance with 
Tamura [5], 
Æ  signature generation. 
 
 
4  Image database retrieval system 

All retrieval system are based on the two 
following steps: 
¾ Signature generation as just see in the previous 

paragraph shown in figure 1. 
¾ Image Retrieval where a metric that allows 

comparison of different signatures (that of the 
query as opposed to those of the database 
images),  is used. The results ad sorted from 
similar to dis-similar, as shown in figure 2. 

    It is clear that in a large database the sorting 
procedure can be represent a large computational load. 
Although sorting is one of the more studied 
information theory problems, it has been characterized 
by a high interest in parallel programming.  

There are several algorithms for the 
sorting.:dicotomic, shellsort, quicksort, sample sort. 
All the sorting algorithms are based on the concept to 
divide the list to order in touched sub-lists (which have 
about the same number of elements) when processors 
(2d) constituent parallel machine on which operates. 
Each processor will order the sub-list of his 
competence (in this method are 2d locate order lists are 
obtained). Successively, it is necessary to decide how 
make a merge of this these lists to obtaineobtain only 
one ordered list.  

5. SortingThis goal is reached though some 
comparison-exchange passages. For each passage, two 
contiguous processor exchange  some elements and 
reorder the obtained lists. Repeating these passages, 
when  the end of process is reached, every calculation-
node has got an ordered list and all the elements in a 
sub-list are more greater  than the ones of another. 
 Parallel sorting algorithm efficiency and its 
applicability are function at least of this parameters: 
¾ number of elements that constitute the list to 

order and their dimension; 

¾ number of processors and parallel 
architectures; 

¾ starting distribution of the numeric values (i.e. 
if the list to order have some particular 
propriety like a known distribution or also 
contains many redundant elements, then 
particular  algorithms can be more efficient 
than other); 

¾ starting allocation of the data  in memory 
(This this factor may have a notable impact on 
the efficiency of the sorting algorithm, i.e. in 
the sample sorting, very better performances 
are obtained according to which method  is 
implemented  to obtain the splitting keys: an 
optimal selection of these brings a better load 
balancing among the various processors). 

 An interesting thing is that sorting procedure have 
become a used benchmark to test parallel machine 
performances; in fact they have ,  to such intention the  
following features: 
¾ they are a simply describable problem and are 

well known in literature; 
¾ their dimension can be easily escaladed to 

make a progressively more binding test; 
¾ kindly, are used to tests exchange and the 

matching of great number of data skills of  the 
systems. 

  Parallel sorting, may be used to test the 
efficiency of the parallel environmentfirst part of this 
research,. It it is possible to find a relationship  
between the number of steps (Flops) needed to have an 
ordered list and the algorithm execution time.  
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  Basic idea for of our performance evaluation 
of proposed approach is to the comparisone of the 
sorting time to the signatures extraction time. 
 All experimental activities are in progress using 
the computing resources of the Taranto Engineering 
Faculty. 
 
 
5  The Parallel Machine 
A  parallel machine formed by 8+1 workstation based 
on 1 GHz Athlon CPU that support MPI/Linux (S.O. 
Red Hat Linux 7.1 with LAM on MPI 6.5.1) has been 
assembled. The array structure is shown in figure 3. 
 In the current evaluation all the algorithms are 
converted in C language. The test of these procedures 
shows the correspondence of result with the previous 
version in Matlab. 
Classical way in MPI based parallel implementation 
development, is manual balancing of the 
computational load; in this test the working group used 
the Vanneschi and Danelutto approach [8-9] based on 
the tools useful in the predictive evaluation (P3L, 
Skie) [10,11] or automatic load balancing [12]. 
 Waiting for ASSIST delivery, to find the best 
skeletons composition (characterized by the lowest  
work time as to hardware resources),  a timing 

simulator for parallel machine, based on Simulink 
environment has been developed . 
 A profiling of the database signatures population 
has been obtained under Matlab and C environment. 
Data so obtained represent the time (flops) of each 
procedures in figure 1, these values are characterized 
by a high variance due to algorithms that are used in 

this application, i.e. Hough transform uses the Canny 
filter which computing time depend on image. These  
values are input for  the skeleton evaluation (the 
skeleton farm is represented in figure 4). 
Table 1 shows the performance of different skeletons 
composition.  

Skeleton M Flops 

Farm with 8 processors 
 

1.2147e+010 
 

Farm-Loop-Seq.  with 8 
processors 
 

1.0885e+010 
 

Pipe with 11 processors 
 

4.5239e+010 
 

Sequential on 1 
processor 
 

7.8410e+010 
 

 
  Table 1.  Skeletons performance 
 
Results show that the 8 processors farm with a nested 
loop that work sequentially on a set of 1/8 of the whole 
number of the input images, is the best solution. This 
solution reduces  the variance of computing times. 
 Simulink, is not the only practicable way  
(Pelagatti, Zavanella  [14]), yet it is a valid way to find 
the best skeleton composition, at least till the ASSIST 
(Vanneschi [12]) will be implemented. 
 Using ASSIST tools, there will be a bevel 
difference between data-parallelism and stream 
parallelism [12]; the programs will be like "graph 
Skie" with stream skeletons (pipe, farm, loop) serial or 
parallel. 
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6  Conclusions 
In this paper, we have discussed the porting problem 
of a sequential application of image retrieval in a 
parallel environment using the new paradigm of 
programming introduced by born of new structured 
program languages (ski,p3l,Assist). We have evaluated 
several skeletons composition to optimize the 
performance of our application using a skeleton 
simulator. The results obtained show that the best 
solution is a farm with 8 processors with a nested loop 
that work sequentially on a set of 1/8 of the whole 
number of the input images. This solution, reducing 
the variance of the computing times, is 10% better 
than farm with 8 processors (every one work on a 
single image). The pipe solution seem be the worst 
respect all other skeleton except the sequential one. Of 
course this results are function of the "mapping" of our 
specific problem. 
 In these evaluation, the communication times have 
been ignored because it is negligible compared to 
computing times  [12]. 
  The Gabor-based signature are under developement 
and the C version of the software is under test..    
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