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Abstract - Biological sequences, i.e., DNA, RNA and proteins, are coded by strings called primary structures. During the last decades, the number and the complexity of these primary structures is growing exponentially. Analyzing this huge volume of data to extract pertinent knowledge is a challenging task. Data Mining approaches can be helpful to reach this goal. In this paper, we present a data mining approach based on votes strategies to do classification of biological sequences : let f1, f2, … , fn be families that represent, respectively, n samples of n sets S1, S2, … , Sn of primary structures, and  be an error rate, >0. Let us consider now a new primary structure w that is assumed to belong to one of the n sets S1, S2, … ,Sn. By using our data mining approach, the decision to assign the new primary structure w to one of the sets S1, S2, … , Sn is taken as follows : (i) During the first step, for each family fi, 1≤i≤n, we identify the Discriminant and Minimal Substrings (DMS) associated with this family. Since the family fi, 1≤i≤n, is a sample of the set Si, the obtained DMS are considered too to be DMS associated with the whole set Si. During the classification process, the DMS associated with the set Si, that are approximate substrings of the new primary structure w, will vote with weighted voices for the set Si. (ii) During the second step, we compute according to a vote strategy the voices weights of the different DMS, identified during the first step. (iii) Finally, during the last step, the set that has the maximum weight of voices is the set to which we assign the new primary structure w.
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0. INTRODUCTION

With the development of Molecular Biology during the last decades, we are witnessing an exponential growth of both the volume and the complexity of biological data. The Human Genome Project is providing the sequence of the 3 billion DNA bases that constitute the human genome. And, consequently, we are provided too with the sequences of about 100,000 proteins. Therefore, we are entering the post-genomic era : After having focused so much efforts on the accumulation of data, we have now to focus as much efforts, and even more, on the analysis of these data. This will enable us to learn more about gene expression, protein interactions and other biological mechanisms. Analyzing this huge volume of data is a challenging task because, not only, of its complexity and its multiple numerous correlated factors, but also, because of the continuous evolution of our understanding of the biological mechanisms. Classical approaches of biological data analysis are no longer efficient and produce only a very limited amount of information, compared to the numerous and complex biological mechanisms under study. Actually, these approaches use only a very limited number of parameters, to represent the so-many correlated factors involved in the biological mechanisms. From here comes the necessity to use computer tools and develop new in silico high performance approaches, to support us in the analysis of biological data. And, hence, to help us in our understanding of the correlations that exist between, on one hand, structures and functional patterns of biological sequences, i.e., DNA, RNA and proteins, and, on the other hand, genetic and biochemical mechanisms. Data mining is a response to these new trends. It is one of the pre-processing steps in the knowledge discovery process. It consists in extracting nuggets of information, i.e., pertinent patterns, pattern correlations, estimations or rules, hidden in bodies of data. The extracted information will be used in the verification of hypothesis or the prediction and explanation of knowledge. Biological data mining aims at extracting motifs, functional sites or clustering/classification rules from biological sequences. 

In this paper, we present a data mining approach based on votes strategies to do classification of biological sequences : let f1, f2, … , fn be families that represent, respectively, n samples of n sets S1, S2, … , Sn of primary structures. Let us consider now a new primary structure w that is assumed to belong to one of the n sets S1, S2, … ,Sn. By using our data mining approach, the decision to assign the new primary structure w to one of the sets S1, S2, … , Sn is taken as follows : (i) During the first step, for each family fi, 1≤i≤n, we identify the Discriminant and Minimal Substrings (DMS) associated with this family. Since the family fi, 1≤i≤n, is a sample of the set Si, the obtained DMS are considered too to be DMS associated with the whole set Si. During the classification process, the DMS associated with the set Si, that are approximate substrings of the new primary structure w, will vote with weighted voices for the set Si. (ii) During the second step, we compute according to a vote strategy the voices weights of the different DMS, identified during the first step. (iii) Finally, during the last step, the set that has the maximum weight of voices is the set to which we assign the new primary structure w.

In the first section of this paper, we give some definitions.

In the second section, we present our algorithm of identification of DMS.

In the third section, we show how we compute voices weights, according to different vote strategies.

In the fourth section, we present the experimental results.

Finally, in the last section, we present our conclusions and perspectives.
1. DEFINITIONS AND NOTATIONS

Let A be a finite alphabet, a string is a concatenation of elements of A. The length of a string w, denoted by |w|, is the number of the characters that constitute this string. A portion of a string w, let us call it x, that begins at the position i and ends at the position j, 1≤i≤j ≤n, is called substring of w. 

The Levenshtein distance [Levenshtein 66], denoted by d, is the minimum cost of a sequence of edit operations, i.e., change of cost , insert of cost  and delete of cost , that change one string x into another string x' :

d(x,x')=mini{*mi+*ni+*li}                                                   (1)
with mi, ni and li are, respectively, the numbers of changes, inserts and deletes necessary to change x into x'.

Let w and x be two strings, |w|>|x |, and  be an edit error rate, >0, we say that x is an approximate substring of w, if and only if, there exists a substring x' of w such that :
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                                                          (2)
Let f1, f2, … , fn be families of strings and x be a substring of strings of fi, 1≤i≤n. The substring x is discriminant between fi, 1≤i≤n, and 

, if and only if :
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                            (3)

Where  and are two fixed thresholds. A discriminant substring x is minimum, if and only if, it contains no other discriminant substring.

2. IDENTIFICATION OF DMS

Let f1, f2, … , fn be families that represent, respectively, n samples of n sets S1, S2, … , Sn of primary structures, the identification the Discriminant and Minimal Substrings (DMS) associated with Si, 1≤i≤n, is made by using an adaptation [Elloumi 94] of the Karp, Miller and Rosenberg (KMR) algorithm [Karp et al. 72] : we concatenate, respectively, the strings of f1, f2, … , fn into a single string t then, at each step, we filter the vector representing the repeats in t such that we get the substrings of t, of equal lengths, that appear in the ith portion of t, i.e., in strings of fi, that verify inequalities (3). The filtering of a vector Vk consists in assigning the value 0 to any component Vk,i that corresponds to the position of the first character in t of an occurrence of a DMS of length k. The positive components of this vector correspond then to substrings of length k that do not verify inequalities (3). These substrings can generate longer DMS. The filtering is made after each construction of a vector Vk from a vector Vk-1. This filtering enables us to avoid that a DMS generates other substrings that are discriminant but not minimum. The identification of the different DMS of length k associated with the different families is done simultaneously.

Time complexity of this algorithm is O(N*L2), where N is the total number of the strings of 

 and L is the length of the longest string.

We show now how we compute voices weights, according to different vote strategies.
3. COMPUTATION OF VOICES WEIGHTS

Let w be a new primary structure that is assumed to belong to one of the n sets S1, S2, … ,Sn, as we have said in the introduction, the DMS associated with a set Si, 1≤i≤n, that are approximate substrings of the new primary structure w will vote with weighted voices for this set. Let i(x) be the weight of the voice of a DMS x  given to a set Si and let i be the sum of the weights of the voices given to this set :
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The classification process is formulated by the following decision rule :
if i=index(max(1,2, … ,n)) then affect w to Si 
Where index(max(1,2, … ,n)) denotes the index i, 1≤i≤n, of the identifier i that has the maximum value.

The undetermined task in this decision rule is how to compute a voice weight i(x). For this issue, we consider the following vote strategies :

(i) Majority Vote Strategy (MVS) : By using this strategy, a DMS x associated with a set Si, 1≤i≤n, that is an approximate substring of the new primary structure w, will vote for Si with a voice of weight equal to 1 :

i(x)=1                                                                    (5)
(ii) Unanimity Vote Strategy (UVS) : By using this strategy, we compute voices weights in the same way as in the MVS. The particularity of this strategy, versus the MVS, is that the new primary structure w is assigned to a set Si, 1≤i≤n, if and only if, i>0 and l=0, for any l, l≠k.

(iii) Similarity Vote Strategy (SVS) : By using this strategy, we compute a weight i(x) by using a function, let us call it , that measures a certain similarity that exists between a DMS x and the new primary structure w :
i(x)=(x,w)                                                                (6)

In the case of our classification problem, we define the function  as follows : since x is an approximate substring of w, we measure the similarity between x and w by computing the rate :
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In this way, the longer the approximate substring x is, then the more biologically discriminant it is, the greater the weight i(x) is.

(iv) Probability Vote Strategy (PVS) : By using this strategy, we replace the similarity measure, used in the case of the SVS, by a probability estimation. We compute the probability that the new primary structure w is an element of Si, 1≤i≤n, given that the DMS x is an approximate substring of w :
i(x)=P(Si|x)                                                                (8)

In the case of our classification problem, we define the probability P as follows : since x is, on one hand, an approximate substring of w, on the other hand, a substring of primary structures of the family fi, 1≤i≤n, we estimate the conditional probability P(Si|x) by computing the rate :
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Where fi,j is the subfamily of fi made-up by the primary structures for which x is a substring. In this way, the more the substring x appears in primary structures of fi, then the more biologically discriminant it is, the greater the weight i(x) is.

The search of a substring x in a primary structure w can be done thanks to an approximate string-matching algorithm [Elloumi 01].
As we can notice, while presenting the SVS and the PVS, we have given, respectively, two different meanings to the expression "more biologically discriminant". Indeed, we can see the comparison of two DMS from two viewpoints :

(i) From the first one, a DMS is more biologically discriminant, if and only if, it is longer. This viewpoint matches the SVS.

(ii) While, from the second one, a DMS is more biologically discriminant, if and only if, it is more frequent, i.e., it appears in more primary structures. This viewpoint matches the PVS.

4. EXPERIMENTAL RESULTS

We have executed the program corresponding to our data mining approach on sets of families of proteins primary structures. We give the results obtained with the sets of families shown by Tab. 1, Tab. 2 and Tab. 3 :

(i) The first set is made-up by two distant  families of proteins : 

	Families of Proteins
	Primary Structures Lengths
	Numbers of Primary Structures

	Transferase
	235≤L≤289
	15

	Adrenergic
	142≤L≤397
	15


Tab. 1 


First processed set of families of proteins

(ii) The second one is made-up by three close families, all derived from the isomerase super-family of proteins : 

	Families of Proteins
	Primary Structures Lengths
	Numbers of Primary Structures

	Alanine mecarase
	350≤L≤389
	10

	Gultamate rucamase
	254≤L≤285
	10

	Phosphoglycerate mutase
	215≤L≤311
	10


Tab. 2 


Second processed set of families of proteins

(iii) And, the third one is made-up by four distant  families of proteins : 

	Families of Proteins
	Primary Structures Lengths
	Numbers of Primary Structures

	Adrenergic
	142≤L≤397
	14

	Calmodulin
	147≤L≤162
	10

	Troponin C
	159≤L≤162
	8

	Parvalbumin
	106≤L≤111
	17


Tab. 3 


Third processed set of families of proteins

We have been provided with these data from the SWISS-PROT database [SWISS-PROT 00]. The program corresponding to our data mining approach is written in C++ and implemented on a PC computer with Pentium III processor, running at 500 MHz, with 64 Mbytes of RAM. Tab. 4, Tab. 5 and Tab. 6 show, respectively, the results obtained with the different sets of families, where MVS, SVS ,  UVS and  PVS are the error classification rate associated, respectively, with MVS,SVS, UVS and PVS. An error classification rate  is defined as follows :
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	(%)
	(%)
	MVS (%)
	UVS (%)
	 SVS(%)
	 PVS(%)

	100
	33
	5.01
	37.82
	4.60
	2.25

	67
	33
	5.69
	38.01
	5.43
	2.67

	67
	>0
	8.14
	38.64
	7.22
	4.04

	50
	50
	10.33
	49.85
	9.65
	5.12

	67
	67
	12.72
	60.57
	11.52
	6.25




Tab. 4
Rates obtained with the first set of families

	(%)
	(%)
	MVS (%)
	UVS (%)
	 SVS(%)
	 PVS(%)

	100
	33
	5.19
	38.62
	4.62
	2.00

	67
	33
	6.02
	40.01
	5.03
	2.52

	67
	>0
	7.91
	41.64
	6.89
	4.16

	50
	50
	10.26
	52.05
	10.14
	5.01

	67
	67
	12.70
	54.19
	11.57
	7.31




Tab. 5
Rates obtained with the second set of families

	(%)
	(%)
	MVS (%)
	UVS (%)
	 SVS(%)
	 PVS(%)

	100
	33
	5.08
	45.25
	4.74
	2.18

	67
	33
	7.14
	50.06
	6.16
	3.02

	67
	>0
	8.06
	52.61
	7.08
	4.27

	50
	50
	10.29
	60.57
	10.00
	5.16

	67
	67
	12.58
	70.31
	12.05
	6.48




Tab. 6
Rates obtained with the third set of families

We have set , the edit error rate, to 2.5%. This is equal to the sequencing error rate. And, we have set the costs of edit operations, i.e., change, insert and delete, respectively, to =2 and ==1. 

As we can see :

(i) The highest error classification rates were obtained with the UVS. We can explain this as follows : In practice, it is hard to find primary structures that contain DMS representing only a single set. Most of primary structures contain DMS representing different sets. That is why they cannot be classified thanks to the UVS.

(ii) The MVS and SVS give error classification rates that are much lower than those obtained with the UVS. On the other hand, the error classification rates obtained with these strategies are very close to each other. We can explain this closeness as follows : With MVS a voice of weight equal to 1, while, with SVS a weight of voice equal to the length of a DMS divided by the one of the new primary structure to be classified. Since the lengths of the different DMS are too short compared to the ones of the new primary structures, the obtained weights of voices are then, nearly, equal. That is why the error classification rates obtained with these strategies are very close to each other.

(iii) Finally, the lowest error classification rates were obtained with the PVS. We can explain this as follows : The more primary structures are homologous, i.e., have a common evolutionary ancestor [Beyer et al. 74, Day et al. 86, Doolittle 90, Gusfield 90, Kannan and Warnow 90], the more they have common substrings, and consequently, the more they have frequent DMS. So, if a primary structure is really an element a set, it will contain more frequent DMS associated with this set, and then, thanks to PVS, it will assigned to it. That is why the error classification rates obtained with PVS are the lowest ones.

For primary structures coding proteins our data mining approach based on votes strategies, except with UVS, gives low error classification rates, especially, when we use reasonably high values of  coupled with reasonably low values of .

4. CONCLUSIONS AND PERSPECTIVES

In this paper, we have presented a data mining approach based on votes strategies to do classification of biological sequences : let f1, f2, … , fn be families that represent, respectively, n samples of n sets S1, S2, … , Sn of primary structures. Let us consider now a new primary structure w that is assumed to belong to one of the n sets S1, S2, … ,Sn. By using our data mining approach, the decision to assign the new primary structure w to one of the sets S1, S2, … , Sn is taken as follows : (i) During the first step, for each family fi, 1≤i≤n, we identify the Discriminant and Minimal Substrings (DMS) associated with this family. Since the family fi, 1≤i≤n, is a sample of the set Si, the obtained DMS are considered too to be DMS associated with the whole set Si. During the classification process, the DMS associated with the set Si, that are approximate substrings of the new primary structure w, will vote with weighted voices for the set Si. (ii) During the second step, we compute according to a vote strategy the voices weights of the different DMS, identified during the first step. (iii) Finally, during the last step, the set that has the maximum weight of voices is the set to which we assign the new primary structure w.

We have described four classification strategies, called vote strategies [Elloumi 94, Amghar 95, Sebban 96, Maddouri 99], to classify primary structures. These strategies are MAjority Vote Strategy (MVS), Unanimity Vote Strategy (UVS), Similarity Vote Strategy (SVS) and Probability Vote Strategy (PVS). According to the experimentations done on primary structures of proteins, the highest error classification rates were obtained with the UVS. The MVS and SVS give error classification rates that are much lower than those obtained with the UVS. On the other hand, the error classification rates obtained with these strategies are very close to each other. Finally, the lowest error classification rates were obtained with the PVS. 

In an earlier work [Maddouri et Elloumi 01], we generate thanks to Machine Learning techniques production rules that use DMS to do classification of biological sequences.

Finally, to conclude, we should apply our approach in the context of the gene recognition problem [Burge 97, Mironov et al. 98, Sze et al. 98]. Indeed, in this problem, it is interesting to try to discriminate between families of introns and families of exons of known genes, in order to predict structures of unknown ones [Claverie et al. 90].
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